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## PREFACE.

THIS pamphlet is intended to be read as a supplement to the accounts of 'Indefinite Integration' given in text-books on the Integral Calculus. The student who is only familiar with the latter is apt to be under the impression that the process of integration is essentially 'tentative' in character, and that its performance depends on a large number of disconnected thongh ingenious devices. My object has been to do what I can to show that this impression is mistaken, by showing that the solution of any elementary problem of integration may be sought in a perfectly definite and systematic way.

The reader who is familiar with the theory of algebraical functions and algebraical plane curves will no doubt find the treatment in Section V. of the integrals of algebraical functions sketchy and inadequate. I hope, however, that he will bear in mind the great difficulty of presenting even an outline of the elements of so vast a subject in a short space and without presupposing a wider range of mathematical knowledge than I am at liberty to assume.

I have naturally not said much about particular devices which are only useful in special cases, but I have tried to show, where it is possible, how such devices find their place in the general theory. And I would strongly recommend any reader who is not already familiar with the general processes here explained to work throngh a number of examples (those for instance which have been set in the Mathematical Tripos in recent years) using in each case both the general method and any special method which he may find better adapted to the particular case.

I have borrowed largely from the Cours d'Analyse of Hermite and Goursat, but my greatest debt is to Liouville, who published in the years $1830-40$ a series of remarkable memoirs on the general problem of integration which appear to have fallen into an oblivion which they certainly do not deserve. It was Liouville who first gave rigid proofs of whole series of theorems of the most fundamental importance in analysis-that the exponential function is not algebraical, that the logarithmic function camnot be expressed by means of algebraical and exponential functions, and that the standard elliptic integrals cannot be expressed by alyebraical, exponential and logarithmic functions. That such theorems require proof is too often altogether forgotten.

I have alded a list of references for the benefit of more advanced readers.
G. H. H.

Norember, 1905.

## CONTENTS.

PAGE
I. Introduction ..... 1
II. Elementary functions and their classification ..... 3
III. The integration of elementary functions. Summary of resnlts . ..... 7
IV. The integration of rational functions ..... 10

1. The method of partial fractions ..... 10
2. Integration by means of rational operations ..... 12
3. Hermite's method of integration . ..... 13
4. Particular problems of integration ..... 14
5. The limitations of the methods of integration ..... 16
V. The integration of algebraical functions ..... 18
6. Algebraical functions ..... 18
7. Integration by rationalisation. Integrals associated with conics ..... 19
8. The integral $\int R\left(x, \sqrt{ } a x^{2}+2 g x+c\right) d x$. ..... 21
9. Unicursal plane curves ..... 25
10. Particular cases ..... 27
11. Unicursal curves in space ..... 29
12. Integrals of algebraical functions in general ..... 29
13. The gencral form of the integral of an algebraical function. Integrals which are themselves algebraical ..... 30
14. Discussion of a particular case. The transcendence of $e^{x}$ and $\log x$ ..... 33
15. Laplace's principle ..... 35
16. The general form of the integral of an algebraical function (continued). Integrals expressible by algebraical functions and logarithms ..... 36
page
17. Elliptic and pseudo-elliptic integrals. Binomial Integrals ..... 37
18. C'urves of deficiency 1. The plane cubic ..... 39
19. Alwlian integrals in general ..... 40
20. The classification of elliptic integrals. ..... 41
VI. Transcendental Functions ..... 42
21. Preliminary ..... 42
22. The integral $\int R\left(e^{a x}, e^{b x}, \ldots, e^{k x}\right) d x$ ..... 42
23. The integral $\int P\left(x, e^{a x}, e^{b x}, \ldots\right) d x$. ..... 45
24. The integral $\int e^{x} R(x) d x$. The logarithm-, sine- and cosine- integrals ..... 45
25. Liouville's general theorem . ..... 49
(i. The integral $\int \log x R(x) d x$. ..... 49
26. Conclusion ..... 51
Aplendix. List of references ..... 52

## THE INTEGRATION OF FUNCTIONS OF a single variable.

## I. Introduction.

The subject of the following pages is what may fairly be described as the fundamental problem of the Integral Calculus properly so called: 'to find a function whose differential coefficient is a given function,' or to solve the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x) \tag{1}
\end{equation*}
$$

It may seem at first sight that the Integral Calculus thins defined is merely a very small department of the theory of Differential Equations. Indeed Euler, the first systematic writer on the Calculus, defines the Integral Calculus in a way which includes the whole of that theory in its scope: 'calculus integralis est methodus, ex data differentialium relatione inveniendi relationem ipsarum quantitatum*.' Or again it may seem as if, according to our definition, the Integral Calculus is only a small part of the Theory of Definite Integrals. The latter theory, starting from the-definition of the definite integral

$$
\int_{t_{0}}^{t_{1}} f(t) d t,
$$

as the limit of a certain sum, shows ns that, under certain conditions on which we need not insist, the solution of the equation (1) is given by

$$
y=\int_{t_{0}}^{x} f(t) d t .
$$

Every problem of what is usually (though not very happily) called 'indefinite integration' may therefore be regarded as a problem in the

[^0]theory of ilefinite integrals, while the latter theory obvionsly includes many problems which fill ontside the former.

In spite of this 'indefinite integration' in reality forms an independent theory, moceeding ly its own methods and meeting with difficultics peculiar to itself. When we say that we have solved a differential equation,

$$
f\left(x, y, \frac{d y}{d x}\right)=0
$$

for example, we mean that we have succeeded either in expressing $y$ explicitly in terms of $x$ liy functional signs, one of which may be the sign of indefinite integration, or implicitly by means of some relation such as an algebraical equation. We have in other words removed the difficulties of the problem from the field proper to the theny of differential equations to that of some other theory whose results are taken for granted. If our result involves the sign of indefinite integration the further question arises as to whether the process indicated can actually be carried out, and this is a question not in differential equations but in integral calculus.

Much the same may be said of the relations of the theory of 'indefinite integration' to the theory of definite integrals, or rather to the part of the latter theory which is concerned with the evaluation of particular integrals. 'To evaluate

$$
\int_{0}^{\infty} \phi(x, y) d x,
$$

for instance, is to express it explicitly as a function of $y$, and in this expression the sign of indefinite integration may perfectly well occur.

With the other side of the theory of definite integrals, the side which is really part of what is called the 'Theory of Functions of Real Varialles,' and leals with inestions concerning limits, continuity, and convergence, our present sulject has really very little comection. We may indend draw from it the one result, to which allusion has already heen made, as to the existence of a theoretical solution of the eqnation (1). But from our present point of view this result is entirely uninteresting and unimportant. What we are concerned with is the form of the sulution, and the only proof of its existence which is of any value to us is that which consists in actually expressing it in terms of $x$. And we shall mot be troubled in the least by any difficulties concerning continuity. 'The functions with which we shall he dealing will be always such that they and their differential coefficients are continuons except for certain special values of $x$, and these values of $x$ we shall simply
omit from consideration. It no way affects the meaning of the equations

$$
\frac{d \log x}{d x}=\frac{1}{x}, \quad \int \frac{d x}{x}=\log x
$$

that $\log x$ and $1 / x$ become infinite for $x=0$.
After these preliminary remarks we may proceed to define our subject more precisely.

## II. Elementary functions and their classification.

An elementary function is a member of the class of functions which comprises
(i) rational functions,
(ii) algebraical functions, explicit or implicit,
(iii) the exponential function $e^{x}$,
(iv) the logarithmic function $\log x$,
(v) all functions which can be defined by means of any finite combination of the symbols proper to the preceding four classes of functions.

A few remarks and examples may help to elucidate this definition.

1. A rational function is a function defined by means of any finite combination of the elementary operations of addition, multiplication, and division, operating on the variable $x$.

It is shown in elementary algebra that any rational function of $x$ may be expressed in the form

$$
f(x)=\frac{a_{0} x_{0}^{m}+a_{1} x^{m-1}+\ldots+a_{m}}{b_{0} \cdot x^{n}+b_{1} x^{n-1}+\ldots+b_{n}},
$$

where $m$ and $n$ are positive integers and the $a$ 's and $b$ 's constants. It is hardly necessary to remark that it is in no way involved in the definition of a rational function that these constants should be rational or algebraical * or real numbers. Thus

$$
\frac{x^{2}+x+i \sqrt{ } 2}{x \sqrt{ } 2-e}
$$

is a rational function.

[^1]2. An erplicit clyetrucicul function is a function defined by means of any tinite combination of the four elementary operations and any fuite mumber of operations of root extraction. 'Thus
$$
\frac{\sqrt{\prime}(1+x)-\sqrt[3]{ }(1-x)}{\sqrt{\prime}(1+x)+\sqrt{\prime}(1-x)}, \sqrt{ }\{x+\sqrt{ }(x+\sqrt{ } \cdot x)\},\left(\frac{x^{2}+x+i \sqrt{ } / 2}{x \sqrt{ } / 2-e}\right)^{\frac{2}{3}}
$$
are explicit algebraical functions. And so is $x^{\frac{m}{n}}\left(\right.$ i.e. $\left.\sqrt[n]{ } / x^{m}\right)$ for any integral values of $m$ and $n$. But
$$
x^{x^{2}}, \cdot x^{1+i}
$$
are not algebraical functions at all, but transcendental functions, as irrational or complex powers can only be defined by the aid of exponentials and logarithms.

If $y$ is an explicit algebraical function of $x$ we can always find an equation

$$
y^{m}+R_{1} y^{m-1}+\ldots+R_{m}=0,
$$

whose coefficients are rational functions of $x$. Thus, for example, the function

$$
y=\sqrt{ } x+\sqrt{ }(x+\sqrt{ } x)
$$

satisfies the equation

$$
y^{4}-\left(4 y^{2}+4 y+1\right) x=0 .
$$

The converse is not true, since it has been proved that in general equations of degree higher than the fourth have no roots which are explicit algelraical functions of their coefficients. A simple example is given by the equation

$$
y^{5}-y-x=0 .
$$

We are thus led to consider a more general class of functions, implicit algehratical functions, which includes the class of explieit algebraical functions.
3. An clgelnericul function of $x$ is a function which satisfies an equation

$$
y^{m}+l_{1} y^{m-1}+\ldots+l_{m}=0,
$$

whose coefficients are rational functions of $x$.
We shall always suppose this equation to be irreducible, i.e. incapable of resolntion into factors whose coefficients are also rational functions of $x$. If it could be so resolved we could regard $y$ as the root of an equation of lower degree than $m$. Thus if $y^{4}-x^{2}=0$ we must have either $y^{2}+x=0$ or $y^{2}-x=0$. Each of these latter equations is irreducible.

The equation which $y$ satisfies will have $m-1$ roots other than $y$. No two roots can be equal, for if two roots were equal the equation would have a factor in common with the derived equation

$$
m y^{m-1}+(m-1) R_{1} y^{m-2}+\ldots=0,
$$

and this common factor conld be determined by the elementary theory of the greatest common measure of two polynomials, and would be rational in $x$. The original equation would therefore not be irreducible.

Of the $m$ roots of the equation we confine our attention to one, mamely $y$. The relations which hold between $y$ and the other roots are of the greatest importance in the theory of functions, but we are in no way concerned with them at present.
4. Elementary functions which are not rational or algebraical are called elementary transcendental functions, or elementary transcendents. They include all the remaining functions which are of ordinary occurrence in elementary analysis.

The trigoumetrical (or circular) and hyperbolic functions, direct and inverse, may all be expressed in terms of exponential or logarithmic functions by means of the ordinary formulae of elementary trigonometry. Thus, for example,

$$
\begin{aligned}
\sin x & =\frac{1}{2 i}\left(e^{i x}-e^{-i x}\right), \quad \sinh x=\frac{1}{2}\left(e^{x}-e^{-x}\right) \\
\tan ^{-1} x & =\frac{1}{2 i} \log \left(\frac{1+i x}{1-i x}\right), \quad \tanh ^{-1} x=\frac{1}{2} \log \left(\frac{1+x}{1-x}\right) .
\end{aligned}
$$

There was therefore no need to specify them particularly in our definition.

The elementary transcendents have been further classified in a manner first indicated by Liouville*. According to him a function is a transcendent of the first order if the signs of the operations of exponentiation or of the taking of logarithms which are present in the formula which defines it apply only to rational or algebraical functions. For example

$$
x e^{-x^{2}}, e^{\gamma \cdot c}+e^{x} \sqrt{ }(\log x)
$$

are of the first order ; and so is

$$
\tan ^{-1} \frac{y}{\sqrt{ }\left(1+x^{2}\right)},
$$

where $y$ is defined by the equation

$$
y^{5}-y-x=0 ;
$$

[^2]and so is the function $y$ defined by the equation
$$
y^{5}-y-e^{x} \log x=0
$$

An elementary transcendent of the second order is one defined by a formula in which the exponentiations and takings of logarithms are applied to rational or algebraical functions or to transcendents of the first order. 'This class of functions includes many of great interest and importance, of which the simplest are

$$
e^{e^{x}}, \log \log x
$$

It also includes the irrational or complex power of $x$, since e.g.

$$
x^{\sqrt{2}}=e^{\sqrt{2} \cdot \log x}, x^{1+i}=e^{(1+i) \log x}
$$

the function

$$
x^{x}=e^{x \log x}
$$

and the logarithms of the circular functions.
It is of course presupposed that a transcendent of the second kind is incapable of expression as one of the first kind or as a rational or algebraical function. Any rational function $R(x)$ can of course be expressed in the form

$$
e^{\log R(x)}
$$

It is ubvious that we can in this way proceed to define transcendents of the $n$th order for all values of $n$. 'Thus

$$
\log \log \log x, \log \log \log \log x, \ldots \ldots
$$

are of the third, fourth, $\ldots \ldots$ orders.
Of course a similar classification of algebraical functions can be and has been made. Thus we may say that

$$
\sqrt{ } \cdot x, \quad \sqrt{ }(x+\sqrt{ }(x), \quad /\{x+\sqrt{ }(x+\sqrt{ } x)\}, \cdots \cdots
$$

are algebraical functions of the first, second, third, ...... orders. But the fact that there is a general theory of algebraical equations and therefore of implicit algebraical functions has deprived this classification of most of its importance. There is no such general theory of transcendental equations, and therefore we shall not rank as 'elementary' functions defined by transcendental equations such as

$$
y=x \log y
$$

but incapable (as Liouville* has shown that in this case $y$ is incapable) of finite explicit expression in terms of $x$.

[^3]5. The preceding aualysis of elementary transcendental functions rests on the following theorems:
(a) $e^{x}$ is not an algebraical function of $x$;
(b) $\log x$ is not an algebraical function of $x$;
(c) $\log x$ is not expressible in finite terms by means of signs of exponentiation and of algebraical operations, explicit or implicit (e.g. it is not equal to $e^{y}$, where $y$ is any algebraical function of $x$ );
(d) transcendental functions of the first, second, third, $\ldots \ldots$ orders actually exist.

These theorems are quite fundamental in analysis, and are of the utmost importance for our present purpose. A proof of $(a)$ and $(b)$ will be given later (v. 9), but limitations of space will prevent us from giving detailed proofs of the remaining two. Liouville has given interesting extensions of some of these theorems: he has, for example, proved the impossibility of the exponential function satisfying any equation of the form

$$
A e^{\alpha p}+B e^{\beta p}+\ldots+R e^{\rho p}=S,
$$

where $p, A, B, \ldots, R, S$ are any algebraical functions of $x$ and $\alpha, \beta, \ldots, \rho$ any constants. It is not a little surprising that the necessity of giving some proof of the theorems (a)-(d) should be so generally overlooked by writers on elementary analysis.

## III. The integration of elementary functions. Summary of results.

In the following pages we shall be exclusively concerned with the question of the integration of elementary functions. We shall endeavour to give as complete an account as the space at our disposal permits of the progress which has been made by mathematicians towards the solution of the following two problems :-
(i) if $f(x)$ is an elementary function, how cin we determine whether its integral is also an elementery function?
(ii) if the integral is an elementary function, how com we find it?

Complete answers to these questions have not and probably never will be given. But sufficient has been done to give us a tolerably complete insight into the nature of the answers, and to ensure that it shall not be difficult to find the complete answers in any particular case which is at all likely to occur in elementary analysis or in its applications.

It will probably be well for us at this point to summarise the principal results, which have been ubtained.

1. The integral of a rational function (iv.) is clureys an elementary function. It is cither itself rational or is the sum of a rational function and of a finite number of constant multiples of logarithms of rational functions (IV. 1).

If certain constants which are the roots of an algebraical equation are treated as known quantities the form of the integral can always be completely determined. But as the roots of such equations are not in general capable of explicit expression in finite terms, it is not in general possible to express the integral in an absolutely explicit form, although our knowledge of its functiomal form is complete (iv. 2).

We can always determine, by means of a finite number of elementary operations which can actually be performed, whether the integral is rational or not. If it is rational, we can determine it completely ly means of such operations; if not, we can determine its rational part (IV. 3. 4).

The solution of the problem in the case of rational functions may therefore be sail to be complete; for the difficulty with regard to the explicit solution of algehraical equations is one not of inadequate knowledge bit of proved impossibility (IV. 5).
2. The integral of an algebraical function (r.), explicit or implicit, may or may not be elementary.

If $y$ is an algebraical function of $x$ the integral $\int y d x$ (or, more senerally

$$
\int R(x, y) d x
$$

where $l$ denotes a rutionul function) is, if an elementary function, either itself algebraical, or is the smo of an algebraical function and of a finite mumber of constant multiples of logarithms of algebraical functions.

All algelraical functions which occur in the integral are rational fienctions of ir and y (r. s. 11).

These thenrems give a precise statement of a general prineiple indicated by Laplace', 'lintégrale d'une fonction différentielle ne peut contemir d'mutres quentités rudiconx que celles qui entrent duns cette fimetiom, and, we may add, camot contain exponentials at all. Thas it is impossible that

$$
\int \frac{d \cdot x}{\sqrt{\left(1+x^{2}\right)}}
$$

* Théorie Analytique de's Probubilités, p. 7.
should contain $e^{x}$ or $\sqrt{ }(1-x)$ : if they occurred in a function whose differential coefficient is $1 / \sqrt{ }\left(1+x^{2}\right)$ it conld only be apparently, and they conld be eliminated before differentiation. Laplace's principle really rests on the fact, of which it is easy enough to convince oneself by a little reflection and the consideration of a few particular cases (though to give a rigorous proof is of course quite another matter), that differentiation will not eliminate exponentials or alyebraical irrationalities. Nor, we may add, will it eliminate logarithms except when they occur in the simple form

$$
A \log \phi(x),
$$

where $A$ is a constant, and this is why logarithms can only occur in this form in the integrals of rational or algebraical functions.

We have thus a general knowledge of the form of the integral of an algebraical function, $\int y d x$, when it is itself an elementary function. Whether this is so or not of course depends on the nature of the equation $f^{\prime}(x, y)=0$ which defines $y$. If this equation, when interpreted as that of a curve in the plane $(x, y)$, represents a umicursal curve, i.e a curve which has the maximum number of donble points possible for a curve of its degree, or whose deficiency is zero, $x$ and $y$ can be expressed simultaneously as rational functions of a third variable $t$, and the integral can be reduced by a substitution to that of a rational function (v. 2-5). In this case, therefore, the integral is always an elementary function. But this condition, though sufficient, is not necessary. It is in general true that if $f(x, y)=0$ is not unicursal the integral is not an elementary function but a new transcendent, and we are able to classify these transcendents according to the deficiency of the curve. If, for example, the deficiency is unity, the integral is in general a new transcendent of the kind known as elliptic integrals, whose characteristic is that they can be transformed into integrals containing no other irrationality than the square root of a polynomial of the third or fourth degree (v. 13-15). But there are infinitely many cases in which the integral can be expressed by algebraical functions and logarithms. Similarly there are infinitely many cases in which integrals associated with curves whose deficiency is greater than unity are in reality reducible to elliptic integrals. Such abnormal cases have formed the subject of many exceedingly interesting researches, but no general method has been devised by which we can always tell, after a finite series of operations, whether any given integral is really elementary, or elliptic, or belongs to a higher order of transcendents (v. 12).

When $f(x, y)=0$ is unicursal we can carry out the integration complefly in exactly the same sense as in the case of rational functions. In praticular, if the integral is clyelracal it can be found by means only of elementary operations which are always practicable. And it has been show, more genemally, that we can always determine by means of such operations whether the integral of any given algebraical function is algebraical or not, and evaluate the integral when it is algebraical. Aud although the general problem of determining whether any given integral is an elementary function, and calculating it if it is one, has not heen solved, the solution in the particular case in which the deficiency of the curve $f(x, y)=0$ is unity is as complete as there is reason to suppose that any possible solution can be (r. 12).
3. The theory of the integration of transcendental functions (vi.) is maturally much less complete, and the number of classes of such functions for which general methods of integration exist is very small. 'These few classes are, however, of extreme importance in applications (v. 2. 2. $)$.

There is a general theorem concerning the form of an integral of a transeculental function (when it is itself an elementary function) which is culite analogous to those alrealy stated for rational and algebraical functions. The general statement of this theorem will be found in VI. (5) ; it shows, for instance, that the integral of a rational function of (say) $x, e^{x}$ and $\log x$ is either itself a rational function of those functions, or is the sum of such a rational function and of a finite number of numerical multiples of logarithms of similar functions. From this may be deduced a number of more precise results concerning more particular forms of integrals, such as

$$
\int y e^{x} d x, \int y \log x d x
$$

where $y$ is an algebraical function of $x$ (vi. 4. 6).

## IV. Rational functions.

1. It in proved in treatises on Algebra* that any polynomial

$$
Q(x)=l_{0} x^{n}+l_{1} \cdot x^{n-1}+\ldots+b_{n}
$$

can be expressed in the form

$$
b_{1 u}\left(r-a_{1}\right)^{m_{1}}\left(. r-a_{2}\right)^{m_{2}} \ldots\left(. x-a_{r}\right)^{m_{r}},
$$

where $m_{1}, \ldots$ are psitive integers whose sum is $n$, and $a_{1}, \ldots$ are real

[^4]or complex quantities ; and that any rational function $R(x)$, whose denominator is $Q(x)$, may be expressed in the form
$$
A_{0} x^{p}+A_{1} x^{p-1}+\ldots+A_{p}+\sum_{s=1}^{r}\left\{\frac{\beta_{s, 1}}{x-\alpha_{s}}+\frac{\beta_{s, 2}}{\left(x-a_{s}\right)^{2}}+\ldots+\frac{\beta_{s, m_{s}}}{\left(x-\alpha_{s}\right)^{m_{s}}}\right\} .
$$

Hence

$$
\begin{aligned}
& \int R(x) d x=A_{0} \frac{x^{\nu+1}}{p+1}+A_{1} \frac{x^{p}}{p}+\ldots+A_{p} x+C \\
& +\sum_{s=1}^{r}\left\{\beta_{s, 1} \log \left(x-\alpha_{s}\right)-\frac{\beta_{s, 2}}{x-\alpha_{s}}-\ldots-\frac{\beta_{s, m_{s}}}{\left(m_{s}-1\right)\left(x-\alpha_{s}\right)^{m_{s}-1}}\right\} .
\end{aligned}
$$

From this we conclude that the integral of amy rational function is an elementary function which is rational save for the possible presence of logarithms of rational functions. In particular the integral will be rational if each of the quantities $\beta_{s, 1}$ is zero: this condition is evidently necessary and sufficient. A necessary but not sufficient condition is that $Q(x)$ should contain no simple factors.

The integral of the general rational function may be expressed in a very simple and elegant form by means of symbols of differentiation. We may suppose for simplicity that the degree of $P(x)$ is less than that of $Q(x)$; this can of course always be ensured by subtracting a polynomial from $R(x)$. Then

$$
\begin{aligned}
& R(x)=\frac{P(x)}{Q(x)} \\
& =\left\{1 /\left(m_{1}-1\right)!\left(m_{2}-1\right)!\ldots\left(m_{r}-1\right)!\right\} D_{m_{1}-1, m_{2}-1, \ldots m_{r}-1} \frac{P(x)}{Q_{0}(x)},
\end{aligned}
$$

where

Now

$$
\frac{P(x)}{Q_{0}(x)}=\sum_{s=1}^{r} \frac{P\left(a_{s}\right)}{\left(x-a_{s}\right) Q_{0}^{\prime}\left(a_{s}\right)},
$$

and so

$$
\begin{aligned}
& \int R(x) d x \\
= & \left\{1 /\left(m_{1}-1\right)!\ldots\left(m_{r}-1\right)!\right\} \frac{\hat{\partial}^{n-r}}{\partial a_{1}^{m_{1}-1} \ldots \partial a_{r}{ }^{m_{r}-1}}\left[\sum_{s=1}^{r} \frac{P\left(a_{s}\right)}{Q_{0}^{\prime}\left(\alpha_{s}\right)} \log \left(x-\alpha_{s}\right)\right] .
\end{aligned}
$$

For example

$$
\int \frac{d x}{\{(x-u)(x-b)\}^{2}}=\frac{\partial^{2}}{\partial u \partial b}\left\{\frac{1}{u-b} \log \left(\frac{x-u}{x-b}\right)\right\} .
$$

It has been assumed above that if
then

$$
\begin{gathered}
F(x, a)=\int f(x, a) d x, \\
\frac{\partial F}{\partial a}=\int \frac{\partial f}{\partial a} d x .
\end{gathered}
$$

The first equation merms $f=\frac{\partial F^{\prime}}{\partial \cdot x}$ and the second means $\frac{\partial f}{\hat{c} a}=\frac{\hat{c}^{2} F}{\partial x \partial a}$. As it follows from the first that $\frac{\hat{c} f}{\hat{c} a}=\frac{\hat{c}^{2} F}{\hat{c a} \alpha x}$ what has really been assumed is that

$$
\frac{\partial^{2} F}{\partial a \partial x}=\frac{\hat{c}^{2} F}{\partial x x^{2} a} .
$$

It is known that this equation is always true for $x=x_{0}, a=a_{0}$ if a circle can be drawn in the plane of $(x, a)$ whose centre is $x_{0}, a_{0}$ and within which the differential coefficients are continuous.
2. From nne point of view the preceding investigation is complete. From others, and notably from that of practical applicability, it is far from perfect, for the simple reason that the factors of the denominator cannot he fomm, as the roots of $Q(x)=0$ are not in general explicit algehratical functions of the coefficients. The difficulty may be stated thins: the finctional form of the integral is completely determined, but it involves romstants which cannot be expressed explicitly as functions of the constants which occur in the subject of integration. Hence we camot determine, by the method of decomposition into partial fractions, such an integral as

$$
\int \frac{4 x^{9}+21 x^{6}+2 x^{3}-3 x^{2}-3}{\left(x^{7}-x+1\right)^{2}} d x
$$

or even determine whether the integral is rational or not, although it is in reality a very simple finction. A high degree of importance therefore attaches to the further problem of determining the integral of a given rational function so far as possible in an absolutely explicit form and by means of operations which are always practicable.

It is easy to see that a complete solution of this problem camot be looked for:

Suppose for example that $P(x)$ reduces to muity, and that $Q(x)=0$ is an equation of the fifth degree whose roots $a_{1}, a_{2}, \ldots a_{5}$ are all distinct, and not caprable of explicit algehraical expression.

Then

$$
\begin{aligned}
& \int I(x) d x=\sum_{1}^{5} \log \left(x-a_{s}\right) \\
&=\log \prod_{1}^{5}\left(a_{0}\right) \\
&\left\{\left(x-a_{s}\right)^{1 / Q^{\prime}\left(a_{s}\right)}\right\}
\end{aligned}
$$

and it is only if at least two of the quantities $Q^{\prime}\left(\boldsymbol{a}_{s}\right)$ are commensurable that any two or more of the factors $\left(x-a_{8}\right)^{1 / Q^{\prime}\left(a_{4}\right)}$ can be associated so as to give a single term of the type $A \log S(x)$, where $S(x)$ is rational. In general this will not be the ease, and so it will not be possible to express the integral in any finite form which does not explicitly involve the roots. A more precise result in this connection will be proved later (Iv. 5).
3. The first and most important part of the problem has been solved by Hermite, who has shown that the rational part of the integral can always be determined without a knowledge of the roots of $Q(x)$, and indeed withont the performance of any operations other than those of elementary algebra*.

Hermite's method depends upon a fundamental theorem in elementary algebra which is also of immense importance in the ordinary theory of partial fractions $\dagger$ :
'If $X_{1}$ and $X_{2}^{\prime}$ are two polynomials in $x$ which have no common factor, and $\lambda_{3}$ any third polynomial, we can determine two polynomials $A_{1}, A_{2}$ such that

Suppose that

$$
A_{1} X_{1}^{\prime}+A_{2} X_{2}^{\prime} \equiv \lambda_{3}^{\prime} \cdot
$$

$$
Q(x)=Q_{1} Q_{2}^{2} Q_{3}^{3} \ldots Q_{t}^{t},
$$

$Q_{1}, \ldots$ denoting polynomials which have only simple roots and of which no two have any common factor. We can always determine $Q_{1}, \ldots$ by elementary methords, as is shown in the elements of the Theory of Equations ${ }_{+}{ }^{+}$

We can determine $B$ and $A_{1}$ so that

$$
B Q_{1}+A_{1} Q_{2}^{2} Q_{3}^{3} \ldots Q_{t}{ }^{t} \equiv P,
$$

and therefore so that

$$
R(x)=\frac{P}{Q}=\frac{A_{1}}{Q_{1}}+\frac{B}{Q_{2}{ }^{2} Q_{3}{ }^{3} \cdots Q_{t} .} .
$$

By a repetition of this process we can express $R(x)$ in the form

$$
\frac{A_{1}}{Q_{1}}+\frac{A_{2}}{Q_{2}{ }^{2}}+\ldots+\frac{A_{t}}{Q_{t}{ }^{t}}
$$

and the problem of the integration of $P(r)$ is reduced to that of the integration of a function

$$
\frac{A}{Q^{v}},
$$

[^5]where (? is a polymmial whose roots are all distinct. Since this is so, $?$ and its derived function $?^{\prime}$ have no common factor; we can therefore determine $C$ and $I$ ) so that
$$
C Q+D Q^{\prime} \equiv A .
$$

Therefore

$$
\begin{aligned}
\int \frac{A}{Q^{v}} d x & =\int \frac{C Q+D Q^{\prime}}{Q^{v}} d x \\
& =\int \frac{C}{Q^{v-1}} d x-\frac{1}{v-1} \int D \frac{d}{d x}\left(\frac{1}{Q^{v-1}}\right) d x \\
& =-\frac{D}{(v-1) Q^{v-1}}+\int \frac{E}{Q^{v-1}} d x,
\end{aligned}
$$

where $E=C+\frac{1}{v-1} D^{\prime}$. Proceeding in this way, and reducing by unity at each step the power of $1 / Q$ which figures under the sign of integration, we ultimately arrive at an equation

$$
\int \frac{A}{Q^{v}} d x=R_{v}(x)+\int \frac{S}{Q^{2}} d x,
$$

where $R_{v}$ is a rational function and $S^{\prime}$ a polynomial. The integral on the right-hand side has no rational part, since all the roots of $Q$ are simple*. Thus the rational part of $\int R(x) d x$ is

$$
R_{2}(x)+R_{3}(x)+\ldots+R_{t}(x),
$$

and it has been determined without the need of any calculations other than those involved in the addition, multiplication and division of polynomials. The operation of forming the derived function of a given polynomial can of course be effected by a combination of these operations.
4. (i) Let us consider, for example, the integral

$$
\int \frac{4 x^{3}+21 x^{6}+2 r^{3}-3 x^{2}-3}{\left(x^{i}-x+1\right)^{2}} d x
$$

mentioned ahove. We require polynomials, $A_{1}, A_{2}$ such that

$$
A_{1}\left(x^{7}-x+1\right)+A_{2}\left(7 x^{6}-1\right)=4 x^{9}+21 x^{6}+2 x^{3}-3 x^{2}-3
$$

These polynomials may be found in a systematic manner by means of the 1 rocess for determining the greatest common divisor of $x^{7}-x+1$ and $7 . x^{6}-1+$; luit the process is laborious and inconvenient. It is therefore better to use the methol of undetermined coefficients. In general, if $X_{1}$ is of degree $m_{1}$ and $X_{2}$ of degree $m_{2}$, and $X_{3}$ of degree less than $m_{1}+m_{2}$, we can suppose $A_{1}$

* We assume for the moment that no sum of the type $\searrow d_{k} \log \left(x-a_{k}\right)$, where all the $a$ 's are different, can be wholly or partly rational. See r. 9 (ii).
+Chrystal's allgebra (loc. cit.).
and $A_{2}$ to be of degrees $m_{2}-1$ and $m_{1}-1$ respectively, as we have then exactly $m_{1}+m_{2}$ equations to determine $m_{1}+m_{2}$ unknown coefficients. These equations are independent. For if not we could find two distinct formulae

$$
A_{1} X_{1}+A_{2} X_{2}=X_{3}, \quad B_{1} X_{1}+B_{2} X_{2}=X_{3}
$$

and so

$$
\left(A_{1}-B_{1}\right) X_{1}+\left(A_{2}-B_{2}\right) X_{2}=0
$$

which is impossible, since $X_{1}$ and $I_{2}$ have no common factor. The coefficients can therefore be uniquely determined. If $X_{3}$ is of degree higher than $m_{1}+m_{2}-1$ we must first divide it by $X_{1} X_{2}$ and then express the remainder in the required form.

In this case we may suppose $A_{1}$ of degree 5 and $A_{2}$ of degree 6 , and we find that

$$
A_{1}=-3 x^{2}, \quad A_{2}=x^{3}+3
$$

Thus the rational part of the integral is

$$
-\frac{x^{3}+3}{x^{7}-x+1}
$$

and since $-3 \cdot x^{2}+\left(x^{3}+3\right)^{\prime} \equiv 0$ there is no transcendental part.
(ii) The following problem is instructive: to find the conditions that

$$
\int \frac{a x^{2}+2 \beta x+\gamma}{\left(A \cdot x^{2}+2 B x+C\right)^{2}} d x
$$

may be rational, and to determine the integral when it is rational.
We can determine $p, q$ and $r$ so that

$$
p\left(A x^{2}+2 B x+C\right)+2(q x+r)(A x+B) \equiv \alpha x^{2}+2 \beta x+\gamma
$$

and the integral becomes

$$
\begin{aligned}
p \int \frac{d x}{A x^{2}+2 B x+C}-\int & (q x+r) \frac{d}{d x}\left(\frac{1}{A x^{2}+2 B x+C}\right) d x \\
& =-\frac{q x+r}{A x^{2}+2 B \cdot x+C}+(p+q) \int \frac{d x}{A x^{2}+2 B x+C}
\end{aligned}
$$

the condition that the integral should be rational is therefore $p+q=0$ Equating coefficients we find

$$
A(p+2 q)=a, \quad B(p+q)+A r=\beta, \quad C p+2 B r=\gamma
$$

Hence we deduce

$$
p=-\frac{a}{A}, \quad q=\frac{a}{A}, \quad r=\frac{\beta}{A},
$$

and $A \gamma+C a=2 B B$. The condition required is therefore that the two quadratics $(a, \beta, \gamma),(A, B, C)$ should be harmonically related, and in this case

$$
\int \frac{a x^{2}+2 \beta x+\gamma}{\left(A x^{2}+2 B x+C\right)^{2}} d x=-\frac{a x+\beta}{A\left(A x^{2}+2 B x+C\right)}
$$

If we replace $B$ by $(1 \gamma+C a) / 2 \beta$, and operate on both sides of the last equation with the operator

$$
-\frac{1}{2}\left(a^{\prime} \frac{\partial}{\partial .}+\gamma^{\prime} \frac{\partial}{\hat{c} C^{\prime}}\right),
$$

where $a^{\prime}$ and $\gamma^{\prime}$ are arbitrary, we deduce that

$$
\int \frac{\left(a x^{2}+2 \beta x+\gamma\right)\left(a_{1}, x^{2}+2 \beta_{1} x+\gamma_{1}\right)}{\left(A x^{2}+2 B x+C\right)^{3}} d x
$$

is rational if $a_{1}=a^{\prime} \beta, 2 / \beta_{1}=a^{\prime} \gamma+\gamma^{\prime} a, \gamma_{1}=\gamma^{\prime} \beta$, or (what is the same thing) if a. $x^{2}+2 \beta x+\gamma$ and $a_{1} \cdot x^{2}+2 \beta_{1} \cdot \gamma_{1}$ are harmonically related. By a repetition of this argument we can prove that

$$
\int \frac{\left(a x^{2}+2 \beta x+\gamma\right)\left(a_{1}, x^{2}+2 \beta_{1} x+\gamma_{1}\right) \ldots\left(a_{n} x^{2}+2 \beta_{n} x+\gamma_{n}\right)}{\left(A x^{2}+2 B x+C\right)^{n+2}} d x
$$

is rational if all the quadratics are harmonically related to any one of those in the numerator.
5. It appears from the preceding paragraphs that we can always find the rational part of the integral, and can find the complete integral if the roots of $Q(x)=0$ can be found. The question is naturally suggested as to the maximmo of infomation which can be obtained about the logarithmic part of the integral in the general case in which the factors of the denominator camot be determined explicitly. For there are polynomials which, although they camot be completely resolved into such factors, can nevertheless be partially resolved. For example

$$
\begin{aligned}
& x^{r^{4}}-2 x^{3}-2 x^{7}-x^{4}-2 x^{3}+2 x+1=\left(x^{7}+x^{2}-1\right)\left(x^{7}-x^{2}-2 x-1\right), \\
& x^{x^{14}}-2 x^{8}-2 x^{7}-2 x^{4}-4 x^{3}-x^{2}+2 x+1 \\
& \quad=\left\{x^{\overline{2}}+x^{2} \sqrt{2}+x(\sqrt{12}-1)-1\right\}\left\{x^{7}-x^{2} \sqrt{2}-x^{2}(\sqrt{1} \cdot 2+1)-1\right\} .
\end{aligned}
$$

'Ihe factors of the first polynomial leave rational coefficients: in the language of the theory of equations, the polynomial is roducible in the rational domain. 'Ihe second polynomial is reducilile in the domain formed by the aljunction of the single irrational $\sqrt{ } \cdot 2$ to the rational domain*.

We may suppose that every possible decomposition of $Q(x)$ of this nature has been made, so that

$$
Q=Q_{1} Q_{2} \ldots Q_{t} .
$$

Then we can resolve $R(x)$ into a sum of partial fractions of the type

$$
\int \frac{P_{v}}{Q_{v}} d x^{x}
$$

[^6]and so we need only consider integrals of the type
$$
\int \frac{P}{Q} d x
$$
where no further resolution of $Q$ is possible (in techmical langnage $Q$ is irreducible by the adjunction of amy algebraical irrationality).

Suppose that this integral can be evaluated in a form involving only constants which can be explicitly expressed in terms of the constants which occur in $P / Q$. It must be of the form

$$
A_{1} \log \lambda_{1}+\ldots+A_{k} \log \lambda_{k}
$$

where the $A$ 's are constants and the $I$ 's polynomials. We can suppose that no $I$ has a multiple rout: if e.g. $X_{1}$ had one we could cletermine it rationally in terms of the coefficients of $X_{1}$ and the corresponding factor $(x-a)^{m}$ could be removed from $X_{1}$ by inserting a new term

$$
m A_{1} \log (x-a)
$$

in the expression of the integral*. For a similar reason we can suppose that no two $X$ 's have any common factor.

Now

$$
\frac{P}{Q}=A_{1} \frac{I_{1}^{\prime}}{\Gamma_{1}^{\prime}}+A_{2} \frac{I_{2}^{\prime}}{\Gamma_{2}^{\prime}}+\ldots+A_{k} \frac{I_{k}^{\prime}}{\Gamma_{k}^{\prime}},
$$

or

$$
P X_{1} X_{2}^{-} \ldots X_{k}^{\prime}=Q \Sigma A_{v} I_{1}^{r} \ldots X_{v-1} I_{v}^{\prime} \Lambda_{v+1}^{-} \ldots X_{k}^{\prime}
$$

All the terms under the sign of summation are divisible by $\Lambda_{1}$ save the first, which is prime to $\Gamma_{1}^{-}$. Hence $Q$ must be divisible by $\Gamma_{1}$ : and similarly, of course, by $\Gamma_{2}^{-}, X_{3}, \ldots, \Gamma_{k}$. Since $P$ is prime to $Q$, $X_{1} X_{2} \ldots X_{k}$ is divisible by $Q$ : hence

$$
Q=Y_{1} Y_{2} \ldots X_{k}
$$

save for a constant factor. But er hypothesi Q is not resoluble into factors which contain only explicit algebraical irratioualities. Hence all the $I$ 's save one must reduce to constants, and so $l$ 'must be a constant multiple of $Q^{\prime}$, and

$$
\int \frac{P}{Q} d x=A \log Q
$$

where $A$ is a constant. Unless this is the case the integral camot be expressed in a form involving ouly constants explicitly expressed in terms of the constants which occur in $P$ and $Q$.

* If $X_{1}$ had more than one multiple root of the same order we might not be able actually to determine them rationally in terms of its coefficients (e.g. $\left.X_{1}=(x-a)\left(x^{5}-x-a\right)^{2}\right)$, but we could so determine the factor corresponding to all these roots, so that the argument would not be affected.

Thus, for instance, the integral

$$
\int \frac{d x}{x^{5}+a x+b}
$$

cannot be expressed in a form involving only constants explicitly expressec in terms of $a$ and $b$; and

$$
\int \frac{5 x^{4}+c}{x^{5}+a \cdot x+b} d x
$$

can be so expressed if and only if $c=\alpha$. We thus confirm an inference formed before (1v. 2) in a less rigid way.

Before quitting this part of our subject we may consider one further problem: under what circumstances is

$$
\int R(x) d x=A \log R_{1}(x)
$$

where $A$ is a constant and $R_{1}$ rational? Since the integral has no rational part it is clear that $Q(x)$ must have only simple factors, and that the degree of $P(x)$ must be less than that of $Q(x)$. We may therefore use the formula

$$
\int R(x) d x=\log \prod_{1}^{r}\left\{\left(x-a_{s}\right)^{P\left(a_{8}\right) /\left(Q^{\prime}\left(a_{s}\right)\right.}\right\} .
$$

The necessary and sufficient condition is that all the quantities $P\left(a_{8}\right) / Q^{\prime}\left(a_{8}\right)$ must be commensurable. If e.g.

$$
R(x)=\frac{x-\gamma}{(x-a)(x-\beta)}
$$

$(a-\gamma) /(a-\beta)$ and $(\beta-\gamma) /(\beta-a)$ must be commensmable, i.e. $(a-\gamma) /(\beta-\gamma)$ must be a rational number. If the denominator is given we can find all the values of $\gamma$ which are admissible: for $\gamma=(a q-\beta p) /(q-p)$ where $p$ and $q$ are integers.

## V. Algebraical Functions.

1. We shall now consider the integrals of algebraical functions, explicit or implicit. The theory of the integration of such functions is far more extensive and difficult than was the case with the rational functions, and we can only give here a brief account of the most important results and of the most obvions of their applications.

If $y_{1}, y_{2}, \ldots, y_{n}$ are algehraical functions of $x$ any algebraical function $z$ of $x, y_{1}, \ldots, y_{n}$ is an algebraical function of $x$. This is obvious if we confine ourselves to paplicit algelraical functions. In the general case we have a number of equations of the type

$$
P_{v, 0}\left(x^{\prime}\right) y_{\nu} m_{\nu}+P_{v, 1}(x) y_{\nu}^{m_{v-1}}+\ldots+P_{\nu, m_{\nu}}(x)=0
$$

$(r=1,2, \ldots, n)$, and

$$
I_{0}\left(x, y_{1}, \ldots y_{n}\right) z^{m}+\ldots+P_{m}\left(x, y_{1}, \ldots, y_{n}\right)=0
$$

where the $l$ 's represent polynomials in their arguments. The
elimination of $y_{1}, y_{2}, \ldots, y_{n}$ between these equations gives an equation for $z$, whose coefficients are polynomials in ,r only.

The importance of this from our present point of view lies in the ${ }^{5}$ fact that we may consider the standard algebraical integral under any of the forms
(a) $\int y d x$, where $f(x, y)=0$;
(b) $\int R(x, y) d x$, where $f(x, y)=0$ and $R$ is rational ;
(c) $\int R\left(x, y_{1}, \ldots, y_{n}\right) d x$, where $f_{1}(x, y)=0, \ldots, f_{n}\left(x, y_{n}\right)=0$.

It is, for example, much more convenient to treat such an irrational
as

$$
\frac{x-\sqrt{ }(x+1)-\sqrt{ }(x-1)}{1+\sqrt{ }(x+1)+\sqrt{ }(x-1)}
$$

as a rational function of $x, y_{1}, y_{2}$, where $y_{1}=\sqrt{ }(x+1), y_{2}=\sqrt{ }(x-1)$, $y_{1}{ }^{2}=x+1, y_{2}{ }^{2}=x-1$, than as a rational function of $x$ and

$$
y=\sqrt{ }(x+1)+\sqrt{ }(x-1)
$$

so that

$$
y^{4}-4 x y^{2}+4=0 ;
$$

while to treat it as a simple irrational $y$, so that our fundamental equation is

$$
(x-y)^{4}-4 x(x-y)^{2}(1+y)^{2}+4(1+y)^{4}=0
$$

is evidently still more inconvenient.
Before we proceed to consider the general form of the integral of an algebraical fumction it will be convenient to consider one most important case in which the integral can be immediately reduced to that of a rational function, and therefore is always an elementary function itself. It will perhaps be well at this point to emphasize two points which we have already mentioned (II. 3): viz. (i) that our defining relation $f(. r, y)=0$ is always supposed to be irreducible and (ii) that we confine our attention to one of its roots.
2. The elass of integrals alluded to immediately above is that covered by the following theorem.

If there is a variable $t$ connected with $x$ and $y$ (or $y_{1}, y_{2}, \ldots, y_{n}$ ) by rational relations

$$
x=R_{1}(t), \quad y=R_{2}(t)
$$

(or $\left.y_{1}=R_{2}^{(1)}(t), y_{2}=R_{2}{ }^{(2)}(t), \ldots\right)$ the integral

$$
\int R(x, y) d x
$$

(or $\left.\int R\left(x, y_{1}, \ldots, y_{n}\right) d x\right)$ cren be evreluated in fuite terms by means of elementary functions.

This is practically obvious, since

$$
\begin{gathered}
R(x, y)=R\left\{R_{1}(t), R_{2}(t)\right\}=S(t) \\
\frac{d x^{x}}{d t}=R_{1}^{\prime}(t)=T(t)
\end{gathered}
$$

all the capital letters denoting rational functions.
It is to be observed that from our present point of view it is quite immaterial whether an integral be transformed by a real or by an imaginary substitution. For the equation

$$
\begin{gathered}
\int f(x) d x=\int f\{\phi(t)\} \phi^{\prime}(t) d t, \\
\frac{d F(x)}{d x}=f(x),
\end{gathered}
$$

means simply that if
then

$$
\frac{d F\{\phi(t)\}}{d t}=f\{\phi(t)\} \phi^{\prime}(t),
$$

and it is of no importance whether $\phi$ is a real function or not.
It is of the utmost importance, of course, when we are dealing with definite integrals.

The most important case of this theorem is that in which $x$ and $y$ are comected by the general quadratic relation

$$
\left(u, b, c, f, g, l l_{l, l}, y, 1\right)^{2}=0 .
$$

The integral can be made rational in an infinite number of ways. For suppose that $(\xi, \eta)$ is any point on the conic, and that

$$
(y-\eta)=t(x-\xi)
$$

is any line through the point. If we eliminate $y$ between these equations we obtain an equation of the second degree in $x$,

$$
T_{0, x^{2}}+\underline{2} T_{1} x+T_{2}=0,
$$

$T_{0}, T_{1}, T_{2}$ being polynomials in $t$. But one root of this equation must be $\xi$, which is independent of $t$; and when we divide by $x-\xi$ we obtain an erpuation of the first degree fnr the abscissa of the variable point of intersection, in which the coefficients are again polynomials in $t$. Hence this abscissa is a rational function of $t$; the ordinate of the variable point of intersection is also a rational function of $t$, and as $t$ varies this point coincides with every point of the conic in turn. In fact the equation of the conie may be written in the form

$$
a u^{2}+2 h u v+b v^{2}+2(u \xi+h \eta+g) u+2\left(h \xi+b \eta+f^{\prime}\right) v=0
$$

where $u=x-\xi, v=y-\eta$, and the other point of intersection of the line $v=t u$ and the conic is given by

$$
\begin{aligned}
& x=\xi-\frac{2\{a \xi+l \eta+g+t(h \xi+b \eta+f)\}}{a+2 h t+b t^{2}}, \\
& y=\eta-\frac{2 t\{a \xi+l h+g+t(h \xi+b \eta+f)\}}{a+2 h t+b t^{2}} .
\end{aligned}
$$

The most important case is that in which $b=-1, f=h=0$, so that

$$
y^{2}=a x^{2}+2 g x+c .
$$

The integral is then made rational by the substitution

$$
x=\xi-\frac{2(a \xi+g-t \eta)}{a-t^{2}}, \quad y=\eta-\frac{2 t(a \xi+g-t \eta)}{a-t^{2}},
$$

where $\xi, \eta$ are any quantities such that

$$
\eta^{2}=u \xi^{2}+2 g \xi+c .
$$

We may for instance suppose $\xi=0, \eta=\sqrt{ } c$; or $\eta=0$, while $\xi$ is a root of the equation $a \xi^{2}+2 g \xi+c=0$.
3. It must not be imagined that this general method is always practically the best for the integration of

$$
\int R\left(x, \sqrt{a x^{2}+2 g x+c}\right) d x .
$$

In practice we proceed as follows. Let

$$
y=\sqrt{ } I=\sqrt{a x^{2}+2 g x+c} .
$$

Then $R(x, y)$ is of the form $P(x, y) / Q(x, y)$, where $P$ and $Q$ are polynomials. By means of the equation $y^{2}=\alpha x^{2}+2 g x+c, R(x, y)$ may be reduced to the form

$$
\frac{A+B \sqrt{ } I}{C+D \sqrt{ }}=\frac{(A+B \sqrt{ } X)(C-D \sqrt{ } X)}{C^{2}-D^{2} I}
$$

where $A, B, C, D$ are polynomials in $x$; and so to the form $M+N, ~ X^{\prime}$, where $M$ and $N$ are rational, or (what is the same thing) the form

$$
P+\frac{Q}{\sqrt{I}},
$$

where $P$ and $Q$ are rational. In the eases of most frequent occurrence in practice $a, g, c, \sqrt{a x^{2}+2 g x+c}$ and the coefficients which occur in $P$ and $Q$ are reul. The rational part may be integrated by the methods of iv., and the integral $\int \frac{Q}{\sqrt{X}} d x$ may by the theory of partial fractions be made to depend upon a number of integrals of functions of the forms

$$
\begin{array}{cc}
\frac{1}{(x-p) \sqrt{ }}, & \frac{1}{(x-p)^{r}} / X^{r} \\
\xi x+\eta & \frac{\xi x+\eta}{\left(a \cdot x^{2}+2 \beta \cdot x+\gamma\right)^{r} J^{Y}} ;
\end{array}
$$

where $p, \xi, \eta, a, \beta, \gamma$ are real constants and $r$ a positive integer. The result is generally required in an explicitly real form: and as further progress depends on transformations involving $p$ (or $a, \beta, \gamma$ ) it is generally not advisable to break up a quadratic fictor $a x^{2}+2 \beta \cdot x+\gamma$ whose roots are imaginary into its constituent linear factors.

The integrals which involve powers of $x-p$ or $a x^{2}+2 \beta x+\gamma$ higher than the first may be deduced from those which involve only the first powers by differentiations with respect to $p$ or $\gamma$.

The integral

$$
\int \frac{d x}{(x-p) \sqrt{ }},
$$

may be evaluated in a variety of manners.
(i) We may follow the general method described above, taking

$$
\xi=p, \quad \eta=\sqrt{\prime}\left(a p^{2}+2 g p+c\right)^{*} .
$$

Eliminating $y$ from the equations

$$
y^{2}=\alpha x^{2}+2 g x+c, \quad y-\eta=t(x-\xi),
$$

and dividing by $x-\xi$, we obtain
and so

$$
\begin{gathered}
t^{2}(x-\xi)+2 \eta t-a(x+\xi)-2 g=0, \\
-\frac{2 d t}{t^{2}-a}=\frac{d \cdot x}{t(x-\xi)+\eta}=\frac{d x}{y} .
\end{gathered}
$$

Hence

$$
\int \begin{gathered}
d x \\
(x-\xi) y
\end{gathered}=-2 \int \frac{d t}{(x-\xi)\left(t^{2}-a\right)} .
$$

But

$$
\left(t^{2}-a\right)(x-\xi)=2 a \xi+2 g-2 \eta t ;
$$

and so

$$
\begin{aligned}
\int \frac{d x}{(x-p) y}=-\int \frac{d t}{a \xi+g-\eta t} & =\frac{1}{\eta} \log (u \xi+g-\eta t) \\
& =\frac{1}{\sqrt{\prime}\left(a p^{2}+2 y p+c\right)} \log \left\{t \sqrt{ }\left(a p^{2}+2 g p+c\right)-a p-g\right\}
\end{aligned}
$$

If $\alpha p^{2}+2 g p+c<0$ the transformation is imaginary $\dagger$.
Suppose, c.g., (a) $y=\sqrt{ } /\langle x+1), p=0,(b) y=\sqrt{ }(x-1), p=0$. We find

$$
\int \frac{d x}{x \sqrt{\prime}(x+1)}=\log \left(t-\frac{1}{2}\right),
$$

where

$$
t^{2} x+2 t-1=0
$$

or

$$
t=(-1+\sqrt{\prime} x+1) / x
$$

* Jordan, Cours d'Analyse, t. i1. p. 21.
+ We have supposed that $p$ is not a root of the equation $x=0$. If it is, the integral is, as we shall see later (v. 9 (i)), algebraical, and can be determined by a series of slementary algebraical operations which are always practicable. Otherwise the integral is purely transeendental. A factor of the denominator of $Q$ which is also a factor of $\lambda$ can be found by elementary methods, and the algebraical part of $\int \frac{Q}{\sqrt{S}} d x$ can always be determined completely by such methods. This result is quite analogous to that already proved in the case of rational functions.
the positive sign of the radical corresponding to the case in which

$$
y=+\sqrt{ }(x+1):
$$

$$
\begin{equation*}
\int \frac{d x}{x \sqrt{ }(x-1)}=\frac{1}{i} \log \left(i t-\frac{1}{2}\right), \tag{b}
\end{equation*}
$$

where

$$
t^{2} x+2 i t-1=0
$$

Neither of these results is expressed in the most convenient form, the second in particular being very inconvenient.
(ii) The most straightforward method of procedure is to use the substitution

$$
x-p=\frac{1}{z}
$$

commonly used in text-books on the Integral Calculus. We then obtain

$$
\int \frac{d x}{(x-p) y}=\int \frac{d z}{\sqrt{a_{1} z^{2}+2 g_{1} z+c_{1}}}
$$

which is a well known form reducible by a substitution of the type $z=t+k$ to one of the three standard forms

$$
\int \frac{d t}{\sqrt{\left(m^{2}-t^{2}\right)}}, \quad \int \frac{d t}{\sqrt{ }\left(t^{2}+m^{2}\right)}, \quad \int \frac{d t}{\sqrt{\left(t^{2}-m^{2}\right)}}
$$

These forms may of course be rationalised, as e.g. by the respective substitutions

$$
t=\frac{2 m u}{1+u^{2}}, \quad t=\frac{2 m u}{1-u^{2}}, \quad t=\frac{m\left(1+u^{2}\right)}{2 u} .
$$

but it is more convenient to use the transcendental substitutions

$$
t=m \sin \phi, \quad t=m \sinh \phi, \quad t=m \cosh \phi .
$$

And it is often convenient when dealing with more complicated algebraical integrals, containing only one irrationality of one of the types

$$
\sqrt{ }\left(m^{2}-t^{2}\right), \quad \sqrt{ }\left(t^{2}+m^{2}\right), \quad \sqrt{\prime}\left(t^{2}-m^{2}\right),
$$

to reduce it to a transcendental form not involving roots by means of one of these three substitutions. As alternative substitutions

$$
t=m \tanh \phi, \quad t=m \tan \phi, \quad t=m \sec \phi,
$$

are often useful. Prof. Bromwich points out that the forms usually given in the text-books for these three standard integrals, viz.

$$
\sin ^{-1}(x / a), \quad \sinh ^{-1}(x / a), \quad \cosh ^{-1}(x / a),
$$

are not entirely accurate. It is obvious, for example, that the first two of these functions are odd functions of $a$, while the corresponding integrals are even functions of $a$. The correct formulae are $\sin ^{-1}(x /|a|), \sinh ^{-1}(x / \| a \mid)$, and

$$
\pm \cosh ^{-1}\left(|x| /\left|a_{1}\right|\right)=\log \left(x+\sqrt{x^{2}-a^{2}}\right),
$$

where the ambiguous sign is the same as that of $x$, as the reader will casily verify. In some ways it is more convenient to use the equivalent forms

$$
\tan ^{-1}\left(\frac{x}{\sqrt{a^{2}-x^{2}}}\right), \quad \tanh ^{-1}\left(\frac{x}{\sqrt{a^{2}+x^{2}}}\right), \quad \tanh ^{-1}\left(\frac{\sqrt{x^{2}-a^{2}}}{x}\right) .
$$

(iii) The most elegant method of integration is unquestionably that associated with the name of Prof. Greenhill*, who uses the transformation

$$
y=\frac{\prime^{\prime}\left(a x^{2}+2 g x+c\right)}{x-p}
$$

It will be found that

$$
\int \frac{d x}{(x-p) \backslash 1}=\int \frac{d z}{\sqrt{\left(\left\{\left(a p^{2}+2 g p+c\right) z^{2}+g^{2}-a c\right\}\right.}}
$$

which is one of the three standard forms written above.
When we are dealing with the integral

$$
\int \frac{\xi x+\eta}{\left(a x^{2}+2 \beta x+\gamma\right) \^{\prime}} d x
$$

(which will naturally only be the ease when the roots of $a x^{2}+2 \beta x+\gamma=0$ are imaginary') by far the most convenient method of procedure is to use Prof. Ureeuhill's substitution

$$
z=\sqrt{\frac{X}{\left(a x^{2}+2 \beta x+\gamma\right)}}=\sqrt{\frac{X}{\Gamma_{1}}}
$$

say. If

$$
\begin{array}{r}
J \equiv(a \beta-g a) x^{2}-(c a-a \gamma) x+g \gamma-c \beta, \\
\frac{1}{z} \frac{d z}{d x}=\frac{. J}{\Gamma_{1}} \cdots \cdots \cdots \cdots \cdots \tag{1}
\end{array}
$$

The maximum and minimum values of $z$ are given by $J=0$.

$$
\text { Again } \quad z^{2}-\lambda=\frac{(a-\lambda a) \cdot x^{2}+2(g-\lambda \beta) x+c-\lambda \gamma}{\lambda_{1}}
$$

wherein the numerator will be a perfeet square if

$$
h \equiv\left(a \gamma-\beta^{2}\right) \lambda^{2}-(a \gamma+c a-2 g \beta) \lambda+a c-g^{2}=0
$$

It will be found by a little calculation that the discriminant of this quadratic and that of $J=0$ differ from one another and from

$$
\left(\xi_{1}-\xi_{1}^{\prime}\right)\left(\xi_{2}-\xi_{1}^{\prime}\right)\left(\xi_{1}-\xi_{2}^{\prime}\right)\left(\xi_{2}-\xi_{2}^{\prime}\right)
$$

where $\xi_{1}, \xi_{2}$ are the ronts of $I^{\prime}=0$ and $\xi_{1}^{\prime}$, $\xi_{2}^{\prime}$ those of $X_{1}=0$, only by a constant factor which is always negative. Since $\xi_{1}{ }^{\prime}$ and $\xi_{2}{ }^{\prime}$ are conjugate imaginaries this product is positive, and so $J=0$ and $h=0$ have real roots. We denote the roots of the latter by

$$
\lambda_{1}, \lambda_{2}\left(\lambda_{1}>\lambda_{2}\right)
$$

Then

$$
\begin{align*}
& \lambda_{1}-z^{2}=\frac{\left\{x V^{\prime}\left(\lambda_{1} a-a\right)+\sqrt{ }\left(\lambda_{1} \gamma-c\right)\right\}^{2}}{\Lambda_{1}^{\prime}}=\frac{(m \cdot x+n)^{2}}{\Lambda_{1}}  \tag{2}\\
& z^{2}-\lambda_{2}=\frac{\left\{\cdot v^{\prime}\left(u-\lambda_{2} a\right)+ป^{\prime}\left(c-\lambda_{2} \gamma\right)^{\prime 2}\right.}{\Lambda_{1}^{\prime}}=\frac{\left(m^{\prime} x+n^{\prime}\right)^{2}}{\Lambda_{1}}
\end{align*}
$$

say. Further, since $z^{2}-\lambda$ can vanish for two equal values of $x$ only if $\lambda$ is equal to $\lambda_{1}$ or $\lambda_{2}$, i.e. when $z$ is a maximun or a mininum, $I$ can only differ from

$$
(m \cdot x+n)\left(m^{\prime} x+n^{\prime}\right)
$$

* A. G. Greenhill, A Chapter in the Integral Calculus (1888, Francis Hodgson), p. 12: Differential and Integral Calculus, p. 399.
by a constant factor; and by comparing coefficients and using the identity

$$
\left(\lambda_{1} a-a\right)\left(a-\lambda_{2} a\right)=(a \beta-g a)^{2} /\left(a \gamma-\beta^{2}\right),
$$

we find that

$$
\begin{equation*}
J=\sqrt{ }\left(a \gamma-\beta^{2}\right)(m x+n)\left(m^{\prime} x+n^{\prime}\right) \tag{3}
\end{equation*}
$$

Finally we can write $\xi x+\eta$ in the form

$$
A(m x+n)+B\left(m^{\prime} x+n^{\prime}\right) .
$$

Using equations (1), (2), ( $2^{\prime}$ ), (3) we find that

$$
\begin{aligned}
\int \frac{\xi x+\eta}{\Gamma_{1}} \frac{\sqrt{V}}{\sqrt{2}} d x & =\int \frac{A(m x+n)+B\left(m^{\prime} x+n^{\prime}\right)}{J} \sqrt{ } \lambda_{1} d z \\
& =\frac{A}{\sqrt{ }\left(a \gamma-\beta^{2}\right)} \int \frac{d z}{\sqrt{\left(\lambda_{1}-z^{2}\right)}}+\frac{B}{\sqrt{\left(a \gamma-\beta^{2}\right)}} \int \frac{d z}{\sqrt{\left(z^{2}-\lambda_{2}\right)}}
\end{aligned}
$$

and the integral is expressed in terms of real standard forms*.
4. We may now proceed to consider the general case to which the theorem of $1 V .2$ applies. It will be convenient to recall two well known definitions in the theory of algebraical plane curves. A curve of degree $n$ can have at most $\frac{1}{2}(n-1)(n-2)$ double pointst. If the actual number of double points is $v$ the number

$$
p=\frac{1}{2}(n-1)(n-2)-v
$$

is called the deficiency $\ddagger$ of the curve.
If the coordinates $x, y$ of the points on a curve can be expressed rationally in terms of a parameter $t$ by eruations

$$
x=R_{1}(t), \quad y=R_{2}(\hat{t})
$$

we shall say that the curve is micursal. In this case wo have seen that we can always evaluate

$$
\int R(x, y) d x
$$

in finite terms.
The fundamental theorem in this part of our subject is
'A curve whose deficiency is zero is umicursal, and vice versa.'
Suppose first that the curve possesses the maximum number of double points§. Since

$$
\frac{1}{2}(n-1)(n-2)+n-3=\frac{1}{2}(n-2)(n+1)-1
$$

* The reader should refer to Prof. Greenhill's writings quoted above and to Chrystal's Algebra, vol. i. pp. 464 et seq. Prof. Greenhill gives interesting numerical examples.
+ Salmon, Higher Plane Curves, p. 29.
$\ddagger$ Salmon, ilid. p. 29. French genre, German Geschlecht.
§ We suppose in what follows that the singularities of the curve are all ordinary double points. The necessary modifications when this is not the case are not difficnlt to make. It has been showu that an ordinary multiple point of order $k$ may be regarded as equivalent to $\frac{1}{2} k(k-1)$ ordinary double points (Salmon, loc. cit. p. 28,
and $\frac{1}{2}(n-2)(n+1)$ points are just sufficient to determine a curve of degree $n-2^{*}$ we can, through the $\frac{1}{2}(n-1)(n-2)$ double points and $n-3$ other points chosen arbitrarily on the curve draw a simply infinite set of curves of degree $n-2$, which we may suppose to have the equation

$$
g(x, y)+t h(x, y)=0,
$$

where $t$ is a variable parameter. Any one of these curves meets the given curve in $n(n-2)$ points of which $(n-1)(n-2)$ are accounted for by the $\frac{1}{2}(n-1)(n-2)$ double points and $n-3$ by the $n-3$ arbitrarily chosen points. These

$$
(n-1)(n-2)+n-3=n(n-2)-1
$$

points are independent of $t$; and so there is but one point of intersection which depends on $t$. 'The coordinates of this point are given by

$$
g(x, y)+t h(x, y)=0, \quad f(x, y)=0 .
$$

The elimination of $y$ gives an equation of degree $n(n-2)$ in $x$ whose coefficients are polynomials in $t$, and but one root of this eqnation varies with $t$. The eliminant is therefore divisible by a factor of degree $n(n-2)-1$ which does not contain $t$. There remains a simple equation in $x$ whose coefficients are polynn an an ... Tius nie $x$-coordinate of the variable point isilarlymed as a rational function of $t$, and the $y$-coordinate................

We may therefor-

$$
x=R_{1}(t), \quad y=R_{2}(t)
$$

c reduce these fractions to the same denominator we can -ppress the coordinates in the form

$$
\begin{equation*}
x=\frac{\phi_{1}(t)}{\phi_{3}(t)}, \quad y=\frac{\phi_{2}(t)}{\phi_{3}(t)} \tag{1}
\end{equation*}
$$

where $\phi_{1}, \phi_{2}, \phi_{3}$ are polynomials which have no common factor. The polynomials will in general be of degree $n$; none of them can be of Basset, Quarterly Journal, xxxir. p. 360). A curve of degree $n$ which has an ordinary multiple point of order $n-1$ (equivalent to $\frac{1}{2}(n-1)(n-2)$ ordinary double points) is therefore unicursal.

The theory of higher plane curves abounds in puzzling particular cases which have to be fitted into the general theory by more or less obvious conventions, and to give a satisfactory account of a complicated compound singularity is sometimes by no means ensy. The investigation which follows must be regarded as essentially occupied with the general case.

* Salmon, loc. cit. p. 16 .
higher degree, and one at least must be actually of that degree, since an arbitrary straight line

$$
\lambda x+\mu y+\nu=0
$$

must cut the curve in exactly $n$ points*.
We shall now prove the second part of the theorem. If

$$
x: y: 1:: \phi_{1}(t): \phi_{2}(t): \phi_{3}(t),
$$

where $\phi_{1}, \phi_{2}, \phi_{3}$ are polynomials of degree $n$, the line

$$
u x+v y+w=0
$$

will meet the curve in $n$ points whose parameters are given by

$$
u \phi_{1}(t)+v \phi_{2}(t)+\phi_{3}(t)=0 .
$$

This equation will have a double root $t_{0}$ if

$$
\begin{aligned}
u \phi_{1}\left(t_{0}\right)+v \phi_{2}\left(t_{0}\right)+\phi_{3}\left(t_{0}\right) & =0, \\
u \phi_{1}^{\prime}\left(t_{0}\right)+v \phi_{2}^{\prime}\left(t_{0}\right)+\phi_{3}^{\prime}\left(t_{0}\right) & =0 .
\end{aligned}
$$

Hence the equation of the tangent at the point $t_{0}$ is

$$
\left|\begin{array}{ccc}
x & y & 1 \\
\phi_{1}\left(t_{0}\right) & \phi_{2}\left(t_{0}\right) & \phi_{3}\left(t_{0}\right) \\
\phi_{1}^{\prime}\left(t_{0}\right) & \phi_{2}^{\prime}\left(t_{0}\right) & \phi_{3}^{\prime}\left(t_{0}\right)
\end{array}\right|=0 .
$$

If $(x, y)$ is a fixed point this may be regarded as an equation to determine the parameters of the points of contact of the tangents from $(x, y)$. Now

$$
\phi_{2}\left(t_{0}\right) \phi_{3}^{\prime}\left(t_{0}\right)-\phi_{2}^{\prime}\left(t_{0}\right) \phi_{3}\left(t_{0}\right)
$$

is of degree $2 n-2$ in $t_{0}$, the coefficient of $t_{0}^{2 n-1}$ obvionsly vanishing. Hence in general the number of tangents which can be drawn to a unicursal curve from a fixed point (the class of the curve) is $2 n-2$. But the class of a curve whose only singular points are $\delta$ double points is known $\dagger$ to be $n(n-1)-2 \delta$. Hence the number of double points is

$$
\frac{1}{2}\{n(n-1)-(2 n-2)\}=\frac{1}{2}(n-1)(n-2) .
$$

5. The preceding argument fails if $n<3$, but we have already seen that all conics are micursal. The case next in importance is that of

* See Niewenglowski's Géométrie Analytique, t. ir. p. 103. By way of illnstration of the remark concerning particular cases in the footnote ( $\S$ ) to page 25, the reader will do well to consider the example given by Niewenglowski in which

$$
x=\frac{t^{2}}{t^{2}-1}, \quad y=\frac{t^{2}+1}{t^{2}-1}
$$

equations which appear to represent the straight line $2 x=y+1$ (part of the line only, if we consider only real values of $t$ ).

+ Salmon, Higher Plane Curves, p. 54.
a cubic with a double point. If the double point is not at infinity we can, by a change of origin, reduce the equation of the curve to the form

$$
(c x+b y)(c x+d y)=p x^{3}+3 q x^{2} y+3 r x y^{2}+s y^{3}
$$

and by considering the intersections of the curve with the line $y=t x$ we find

$$
x=\frac{((t+b t)(c+d t)}{p+3 q t+3 r t^{2}+p s}, \quad y=\frac{t(a+b t)(c+d t)}{p+3 q t+3 r t^{2}+p s} .
$$

If the double point is at infinity the equation of the curve is of the form

$$
(\alpha x+\beta y)^{2}(\gamma x+\delta y)+\epsilon x+\zeta y+\theta=0
$$

(the curve having a pair of parallel asymptotes), and by considering the intersection of the curve with the line $\alpha x+\beta y=t$ we find

$$
x=-\frac{\delta t^{3}+\zeta t+\beta \theta}{(\beta \gamma-a \delta) t^{2}+\epsilon \beta-a \zeta}, \quad y=\frac{\gamma t^{3}+\epsilon t+a \theta}{(\beta \gamma-a \delta) t^{3}+\epsilon \beta-a \zeta} .
$$

(i) The case next in complexity is that of a quartic with three double points.
( ( $)$ The lemuiscate $\left(x^{2}+y^{2}\right)^{2}=u^{2}\left(x^{2}-y^{2}\right)$
has three double points, the origin and the circular points at infinity. The circle

$$
x^{2}+y^{2}=t(x-y)
$$

passes throngh these points and one other fixed point at the origin, as it touches the curve there. Solving we find

$$
x=\frac{a^{2} t\left(t^{2}+a^{2}\right)}{t^{4}+a^{4}}, \quad y=\frac{a^{2} t\left(t^{2}-a^{2}\right)}{t^{4}+a^{4}} .
$$

(b) The curve

$$
2 a y^{3}-3 a^{2} y^{2}=x^{4}-2 a^{2} x^{2}
$$

has the double points $(0,0)$, (, , a ). ( $-(a,(t)$. Using the auxiliary conic

$$
x^{2}-u y=t \cdot x(y-u)
$$

we find

$$
x=\frac{a}{t^{3}}\left(2-3 t^{2}\right), \quad y=\frac{a}{2 t^{4}}\left(2-3 t^{2}\right)\left(2-t^{2}\right) .
$$

(ii) The curve

$$
y^{n}=x^{n}+\cdots x^{n-1}
$$

has a multiple point of order $n-1$ at the origin, and is therefore unicursal. In this case it is sufficient to consider the intersection of the curve with the line $y=t x$. This may be harmonised with the general theory by regarding the curve

$$
y^{n-3}(y-t . x)=0,
$$

as passing through each of the $\frac{1}{2}(n-1)(n-2)$ double points collected at the origin and through $n-3$ other fixed points collected at the point

$$
y=0, \quad x=-u .
$$

The curves

$$
\begin{align*}
& y^{n}=1+\alpha z \tag{2}
\end{align*}
$$

are projectively equivalent, as appears by rendering their equations homogeneous by the introduction of quantities $z=1$ in (1) and $x=1$ in (2). We conclude that (2) is unicursal, having the maximum number of double points at infinity. In fact we may put

$$
\begin{aligned}
& y=t, \quad a z=t^{n}-1 ; \\
& \int R\left\{z, v^{n}(1+a z)\right\} d z
\end{aligned}
$$

and
is integrable in finite terms.
(c) The curve

$$
y^{m}=A(x-a)^{\mu}(x-b)^{v},
$$

is unieursal if and only if either (i) $\mu$ or $\nu=0$ or (ii) $\mu+\nu=m$. Hence

$$
\int R\left\{x, \bar{m}^{m /}\left(\overline{x-a)^{\mu}}(x-b)^{\nu}\right\} d x\right.
$$

is integrable in finite terms for all forms of $R$ in these two cases only; of eourse it is integrable for special forms of $R$ in other cases*.
6. There is of course a similar theory connected with micmsal curves in space of amy number of dimensions. Consider for example the integral

$$
\int R\{x, \sqrt{ }(a x+b), \sqrt{ }(c x+d)\} d x
$$

A linear substitution $x=l x+m$ reduces this to the form

$$
\int R_{1}\{y, \sqrt{ }(y+2), \sqrt{ }(y-2)\} d y
$$

and this can be rationalised by taking

$$
y=t^{2}+\frac{1}{t^{2}}, \quad \sqrt{ }(y+2)=t+\frac{1}{t}, \quad \sqrt{ }(y-2)=t-\frac{1}{t}
$$

The curve whose Cartesian coordinates $\xi, \eta, \zeta$ are given by

$$
\xi: \eta: \zeta: 1:: t^{4}+1: t\left(t^{2}+1\right): t\left(t^{2}-1\right): t^{2}
$$

is a unicursal twisted quartic, the intersection of the parabolic cylinders

$$
\xi=\eta^{2}-2, \quad \xi=\zeta^{2}+2 .
$$

It is easy to deduce that
can always be evaluated in finite form.
7. When the deficiency of the curve $f(x, y)=0$ is not zero the integral

$$
\int R(x, y) d x
$$

is in general not an elementary function; and the consideration of such integrals has consequently introduced a whole series of classes of

* Ptaszycki, Bull. des Sciences Mathématiques, x11. p. 263: Appell and Goursat, Théorie des Fonctions Algébriques, p. 245.
new transcemdents into analysis. The simplest case is that in which the deficiency is unity: in this case, as we shall see later on, the integrals are expressible in terms of elementary functions and certain new transcendents known as elliptic integrals. When the deficiency rises above unity the integration necessitates the introduction of new transcendents of growing complexity.

But there are infinitely many particular cases in which integrals, associated with curves whose deficiency is unity or greater than unity, can be expressed in terms of elementary functions, or are even algebraical themselves. For instance the deficiency of

$$
y^{2}=1+x^{3}
$$

is unity. But

$$
\begin{aligned}
& \int \frac{x+1}{x-2} \frac{d x}{\sqrt{ }\left(1+x^{3}\right)}=3 \log \frac{(1+x)^{2}-3 \sqrt{ }\left(1+x^{3}\right)}{(1+x)^{2}+3 \sqrt{ }\left(1+x^{3}\right)}, \\
& \int \frac{2-x^{3}}{1+x^{3}} \frac{d x}{\sqrt{ }\left(1+x^{3}\right)}=\frac{2 x}{\sqrt{ }\left(1+x^{3}\right)} .
\end{aligned}
$$

And, before we say anything concerning the new transcendents to which integrals of this class in general give rise, we shall consider what has been done in the way of formulating rules to enable us to identify such cases and to assign the form of the integral when it can be expressed in finite terms. It will be as well to say at ouce that this problem has not been completely solved.
8. I'he first general theorem deals with the case in which the integral is algebraical, and asserts that if

$$
u=\int y d x
$$

is an ulgelraical function of $x$ it is a rational function of $x$ and $y$.
If $u$ is an algebraical function of $x$ it satisfies an equation

$$
\psi(x, u)=0
$$

whose coefficients are polynomials in $x$. By means of the equation $f(x, y)=0$ we can introduce $y$ into this equation and write it in the form

$$
\phi(x, y, u)=0,
$$

withont altering the degree of the equation in $u$.
The succeeding proof depends essentially on the presence of $y$ explicitly in this equation. If

$$
f(x, y) \equiv P_{n}(\cdot x) y^{n}+\ldots+P_{n}(x)=0,
$$

and $A i^{k}$ is a term in $P_{n}(x)$, it is olvious that

$$
A x^{k}=P(x, y)
$$

$P$ denoting a polynomial. If $\psi(x, u)$ contains a power of $x$ as high as the $k$ th we can obviously introduce $y$ at once by means of this equation: if not we must first multiply $\psi(x, u)$ by some power of $x$.

We can suppose $\phi(x, y, u)$ irreducible, for if not we could replace it by some simpler equation.

By differentiating $f=0, \phi=0$ we obtain

$$
\frac{\partial f^{\prime}}{\partial x}+\frac{\partial f}{\partial y} \frac{d y}{d x}=0, \quad \frac{\partial \phi}{\partial x}+\frac{\partial \phi}{\partial y} \frac{d y}{d x}+\frac{\partial \phi}{\partial u} \frac{d u}{d x}=0,
$$

and eliminating $\frac{d y}{d x}$ we obtain an expression for $\frac{d u}{d x}$ of the form

$$
\frac{d u}{d x}=\frac{\lambda(x, y, u)}{\mu(x, y, u)},
$$

where $\lambda$ and $\mu$ are polynomials. In order that $u$ shall be the integral of $y$ it is necessary and sufficient that $\frac{d u}{d x}=y$, i.e. that the equations

$$
\begin{array}{r}
\phi(x, y, u)=0, \\
\lambda(x, y, u)-y \mu(x, y, u)=0,
\end{array}
$$

shall hold simultaneonsly.
Now the equation $\phi=0$ has other roots $u_{1}, u_{2}, \ldots, u_{k}$ besides $u$ (unless it is of the first degree, in which case $u$ is obviously a rational function of $x$ and $y$ ), and these roots must all satisfy the two equations $\phi=0, \lambda-y \mu=0$. For otherwise we could determine the greatest common measure of $\phi$ and $\lambda-y \mu$, considered as polynomials in $u$ : this common factor would be a polynomial in $x, y, u$ and divide $\phi(x, y, u)$. But this is impossible, since $\phi(x, y, u)$ is irreducible.

Hence $u, u_{1}, u_{2}, \ldots u_{k}$ are ull integrals of $y$, and therefore

$$
\frac{1}{k+1}\left(u+u_{1}+\ldots+u_{k}\right)
$$

is an integral of $y$. But this function is a symmetric function of the roots of $\phi(x, y, u)=0$, and is therefore a rational function of $x$ and $y$. The theorem is therefore proved.

Thus

$$
\int y d x=\frac{P(x, y)}{Q(x, y)},
$$

if the integral is algebraical, $P$ and $Q$ being polynomials. If $y_{1}, y_{2}, \ldots$, $y_{n-1}$ are the roots of $f(x, y)=0$, other than $y$,

$$
\int y d x=\frac{P(x, y) Q\left(x, y_{1}\right) \ldots \ldots Q\left(x, y_{n-1}\right)}{Q(x, y) Q\left(x, y_{1}\right) \ldots \ldots Q\left(x, y_{n-1}\right)} .
$$

The denominator is a symmetric function of $y_{,}, y_{1}, \ldots, y_{n-1}$ and therefore a rational function of $x$. Moreover

$$
Q\left(x, y_{1}\right) Q\left(x, y_{2}\right) \ldots Q\left(x, y_{u-1}\right)
$$

is a symmetrie function of the roots of the equation in $z$

$$
\frac{f^{\prime}(x, z)}{z-y}=0,
$$

whose coefficients are polynomials in $x$ and $y$ of which the first does not contain $y$. It is therefore a rational function of $x$ and $y$ integral with respect to $y$, and so fyd $x$ consists of a sum of a number of terms of the type $R_{v}(x) y^{\prime \prime}$. By means of the equation $f^{\prime}(x, y)=0$ all such terms which involve powers of $y$ higher than the $n$th can be eliminated. We thus arrive at the final conclusion that if $\int y d x$ is algebraical it may be expressed in the form

$$
R_{0}+R_{1} y+\ldots+R_{n-1} y^{n-1}
$$

where $R_{0}, R_{1}, \ldots$ are rationul functions of $x^{*}$.
The most important case is that in which

$$
y=\sqrt[n]{R(x)},
$$

where $R(x)$ is rational. In this case

$$
\begin{aligned}
y^{n} & =R(x), \\
d y & =l^{\prime}(x) \\
d x^{x} & =\frac{n y^{n-1}}{} .
\end{aligned}
$$

But

$$
\begin{align*}
y=R_{0}^{\prime}+ & R_{1}^{\prime} y+\ldots+R_{n-1}^{\prime} y^{n-1} \\
& +\left\{R_{1}+2 R_{2} y+\ldots+(n-1) R_{n-1} y^{n-2}\right\} \frac{d y}{d x} \tag{1}
\end{align*}
$$

Eliminating $\frac{d y}{d x}$ between these equations we obtain an equation

$$
\bar{w}(x, y)=0
$$

where $\bar{w}(x, y)$ is a polynomial. In virtue of a theorem proved and used before this equation, and therefore the equation (1), must be satisfied by all the roots of $y^{n}=R(. r)$. The same therefore holds of the equation

$$
\int y d_{1} x=R_{0}+R_{1} y+\ldots+R_{n-1} y^{n-1} .
$$

In this equation we may therefore replace $y$ by $\omega y, \omega$ being any

[^7]primitive $n$th root of unity. Making this substitution and multiplying by $\omega^{n-1}$ we obtain
$$
\int y d x=\omega^{n-1} R_{0}+R_{1} y+\omega R_{2} y+\ldots+\omega^{n-2} R_{n-1} y^{n-1},
$$
and on adding the $n$ equations of this type we obtain
$$
\int y d x=R_{1} y
$$

Thus in this case the functions $R_{0}, R_{2}, \ldots, R_{n-1}$ all disappear.
It has been shown by Lionville that the preceding results enable us in all cases to obtain ly a finite number of elementary algebraical operations a sohtion of the problem 'to determine whether Sydx is algebraical, and to find the integral when it is algebraical.'
9. (i) It would take too long to attempt to trace in detail the steps of the general argument. We shall confine ourselves to a solution of a particular problem which will give an illustration sufficient for our present purrose of the general nature of the arguments which must be employed.

We shall determine under what circumstances

$$
\int \frac{d x}{\left.(x-p) \sqrt{\left(\alpha \cdot x^{2}\right.}+2 g \bar{x}+c\right)},
$$

is algebraical. This question might of course be answered by actually evaluating the integral in the general case and finding when the integral function reduces to an algebraieal function. We are now, however, in a position to answer it without any such integration.

In this case $\quad y=\frac{1}{\sqrt{N}}, \quad X=(x-p)^{2}\left(a x^{2}+2 g x+c\right)$,
and if $\int y d x$ is algebraical it must be of the form $R(x) / \backslash \lambda$. Hence
or

$$
\begin{aligned}
y & =\frac{d}{d x}\left(\frac{R}{\sqrt{N}}\right), \\
2 X & =2 X R^{\prime}-R X^{\prime} .
\end{aligned}
$$

We can now show that $R$ is a polynomial in $x$. For if $R=U^{\prime} / l^{\prime}$, where $l^{\prime}$ and $I$ are polynomials, ${ }^{\prime}$, if not a mere constant, must contain a factor
and we can put

$$
\begin{aligned}
& (x+A)^{a}, \quad(a>0), \\
& R=\frac{U}{W^{\prime}(x+A)^{-}},
\end{aligned}
$$

where $U$ and $\mathbb{W}$ do not contain the factor $x+A$. Substituting this expression for $R$, and reducing, we obtain

$$
\frac{2 a U W X}{x+A}=2 U^{\prime} W{ }^{\prime}-2 U^{\prime} W^{\prime} X-C^{\prime} W X^{\prime}-2 W^{2} I^{\prime}(\cdot x+A)^{a} .
$$

Hence $X^{2}$ must be divisible by $x+A$.
Suppose then that

$$
X=(x+A)^{p} X
$$

where $\bar{T}$ is prime to $x+\lambda$. Substituting in the equation last obtained we deduce

$$
\begin{gathered}
(2 a+p) U^{U} W X^{\prime} \\
x+A
\end{gathered}=2 U^{\prime \prime} W \bar{X}-2 U^{\prime} W^{\prime} \bar{X}-U^{\prime} W^{\prime} \bar{X}^{\prime}-2 W^{2} \bar{X}(x+A)^{a},
$$

which is obviously impossible, since neither $U, W$, nor $\bar{X}$ is divisible by $x+A$.

$$
\text { Hence } \quad \int \frac{d x}{(x-p) \backslash\left(\alpha x^{2}+2 g x+c\right)}=\frac{U^{U}(x)}{(x-p) \backslash\left(\alpha x^{2}+2 g \cdot c+c\right)}
$$

where $C^{\prime}(x)$ is a polynomial. Differentiating and elearing of radicals

$$
\left\{(x-p)\left(C^{\prime \prime}-1\right)-U^{\prime}\right\}\left(\alpha x^{2}+2 g x+c\right)=U^{\prime}(x-p)(\alpha x+g) .
$$

If the first term in $U$ is $A x^{m}$ we find at once on equating coefficients of $x^{m+n}$ that $m=2$. We may therefore take

$$
U=A x^{2}+2 B x+C,
$$

so that

$$
\begin{aligned}
&\left\{(x-p)(2 A x+2 B-1)-A x^{2}-2 B x-C\right\}\left(a x^{2}+2 g x+c\right) \\
&=(x-p)(a x+g)\left(A x^{2}+2 B x+C\right) .
\end{aligned}
$$

Now $a x^{2}+2 g x+c$ is not divisible by $a x+g$, as in that ease it would be a perfect square. Hence either $\alpha x^{2}+2 g x+c$ and $A x^{2}+2 B x+C$ differ only by a constant factor, or they have one factor $x-q$ in common, and $x-p$ divides $a x^{2}+2 g x+c$. If $x-t$ is the second factor of $A x^{2}+2 B x+C$ we must have

$$
2 A x+2 B-1=2 A(x-t) .
$$

Dividing out by $A(x-p)(x-q)(x-t)$ we obtain

$$
u\{2(x-p)-(x-q)\}=\alpha x+g,
$$

or $a(q-2 p)=g$, i.e. $2 q-4 p=-q-p, q=p$, which is not the case. Hence the only possible case is that in which

$$
\int \frac{d x}{(x-p) \sqrt{\prime}\left(a x^{2}+2 g x+c\right)}=\text { const } \frac{\mathbf{V}^{\prime}\left(a x^{2}+2 g x+c\right)}{x-p}
$$

where $\alpha p^{2}+2 g p+c=0$. It is easily verified that this equation is actually satisfied, the value of the constant being $1 / \sqrt{ }\left(g^{2}-a c\right)$. The formula is equivalent to

$$
\int \frac{d x}{(x-p)^{\prime}(x-p)(x-q)}=\stackrel{2}{q-p} \quad /\left(\frac{x-q}{x-p}\right)^{*} .
$$

(ii) The result of the preceding paragraph also enables us to supply a strict proof of the two fundamental theorems stated withont proof in II. 5; viz.
(a) $e^{x}$ is not an algelraical function of $x$ :
(b) $\log x$ is not an algebraical function of $x$.

* Greenhill, A Chapter in the Integral Calculus, p. 18. The same method may be applied to the integral $\int \frac{d x}{(x-p)^{r}, ~\left(a x^{2}+2 g x+c\right)}(r>1)$.

If $y=\log x, x=e^{y}$, and if $x$ is an algelraical function of $y, y$ is an algebraical function of $x$. It is therefore sufficient to prove that

$$
y=\int \frac{d x}{x}
$$

is not algebraical. If $y$ is algebraical it is a rational function of $x$ and $1 / x$, i.e. of $x$. That is to say

$$
\begin{equation*}
\log x=\Lambda_{1} / \Gamma_{2} \tag{1}
\end{equation*}
$$

where $X_{1}$ and $\Gamma_{2}$ are polynomials. It is not difficult to show by purely algebraical reasoning that the equation

$$
\frac{1}{x}=\frac{X_{1}^{\prime} I_{2}-X_{1} I_{2}^{\prime}}{X_{2}^{2}}
$$

obtained by differentiating (1), is impossible. But it is simpler to argue otherwise. The right-hand side of (1) either tends to a finite limit for $x=\infty$ or becomes infinite or vanishes like a power of $x$, viz. $x^{m-n}$, where $m$ and $n$ are the degrees of $\Gamma_{1}$ and $\Gamma_{2}$. On the other hand $\log x$ tends to infinity with $x$, but more slowly than any power of $x$. Hence $\log x$ is not rational, and therefore not algebraical.

Not only is it impossible that $\log x$ should he algebraical but also it is impossible that any sum of the form $\Sigma \cdot 1_{k} \log \left(x-\alpha_{k}\right)$, where all the a's are different, should be algebraical (and therefore, by v. 8, rational). The reader should by now be able to prove this for himself, or he can refer to Liourille's proof of this and a number of more general theorems in the memoir referred to on 1). 5 . It is this result which was assumed in IV. 3.
(iii) If

$$
y^{3}-3 y+2 x=0
$$

the integral $\int y d x$ is algebraical and equal to

$$
\frac{1}{8}\left(6 x y-3 y^{2}\right)^{*} .
$$

10. The general theorem of 8 gives the first step in the rigid proof of Laplace's principle stated in III. 2. On account of the immense importance of this principle we repeat Laplace's words-' l'integrale d'une fonction différentielle ne peut contenir d'autres' quantités ralicun. que celles qui entrent dans crette fonction.' 'This general principle, combined with arguments similar to those used above (v. 9 (i)) in a particular case, enables us to prove without difficulty that a great many integrals cannot be algebraical, notably the standard elliptic integrals
$\int \frac{d x}{\sqrt{ }\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right.}, \quad \int \sqrt{ }\left(\frac{1-x^{2}}{1-h^{2} \cdot x^{2}}\right) d x, \quad \int \frac{d \cdot x^{2}}{\sqrt{\left(4 x^{3}-g_{2} x-y_{3}\right)}}$,
which give rise by inversion to the elliptic functions.

* This is easy to verify. A synthetic proof following Liouville's general line of argument will be found in a memoir by Raffy (Annales de l'École Normate Supérieure, p. 185).

11. We must now consider in a very summary manner the much more difficnlt question of the nature of those integrals of algebraical functions which are expressible in finite terms by means of the elementary transcendental functions. In the first place, no integrel of any algelncrical function cun contuin any exponential. Of this theorem it is, as we remarked before, easy to become convinced by a little reflection, as doubtless did Laplace, who certainly possessed no rigid proof. The reader will find little difficulty in coming to the conclusion that exponentials camot be eliminated from an clementary function by differentiation. But we would strongly recommend him to study the exceedingly beautifnl and ingenions proof of this proposition given by Lionville *. We have unfortunately no space to insert it here.

It is instructive to consider particular eases of this theorem. Suppose for example that $\int y d x$, where $y$ is algebraical, were a polynomial in $x$ and $e^{x}$, say

$$
\begin{equation*}
\Sigma \Sigma a_{m, n} x^{m} e^{n x} \tag{1}
\end{equation*}
$$

When this expression is differentiated $e^{x}$ must disaplear from it: otherwise we should have an algebraical relation between $x$ and $e^{x}$. Expressing the conditions that the coefficient of every lower of $e^{x}$ in the differential coefficient of (1) vanishes identically we find that the same must be true of (1), so that after all the integral does not really contain $e^{x}$. Liouville's proof is in reality a derelopment of this idea.

The integral of an algebraical function (if expressible in finite terms) can therefore only contain algebraical or logarithmic functions. The next step is to show that the logarithms can only be logarithms of the first order, i.e. simple logarithms of algebraical functions, and can only enter linearly, so that the general integral must be of the type

$$
\int y d x=t+A \log u+B \log v+\ldots+K \log u
$$

where $A, B, \ldots, K$ are constants and $t, u, v, \ldots, w$ algebraical functions. Only when the logarithms occur in this simple form will differentiation eliminate them $\dagger$.

Lastly it can be shown $\dagger$ by argmments similar to those of 8 that $t, u, \ldots, w$ are rational functions of $x$ and $y$. Thus $\int y d x$, if a finite clementary function, is the sum of a rational function of or and y and of cortuin constant multiples of lofurithms of such functions. We can suppose that no two of $A, B, \ldots K$ are commensurable, or indeed, more generally, that no linear relation

$$
A \alpha+B \beta+\ldots+K_{\kappa}=0
$$

[^8]with rational coefficients, holds between them. For if such a relation held we could eliminate $A$ from the integral, writing it in the form
$$
\int y d x=t+B \log \left(u u^{-\frac{\beta}{a}}\right)+\ldots+K \log \left(w u^{-\frac{\alpha}{a}}\right) .
$$

The case of greatest interest is that in which $y$ is a rational function of $x$ and $\sqrt{ } \boldsymbol{N}^{\top}$, where $\boldsymbol{N}^{\prime}$ is a polynomial. As we have already seen, $y$ can in this case be expressed in the form

$$
P+\frac{Q}{\sqrt{ } 1},
$$

where $P$ and $Q$ are rational functions of $x$. We shall suppress the rational part and suppose that $y=Q / \sqrt{ } X$. In this case the general theorem gives

$$
\int \frac{Q}{\sqrt{ } \boldsymbol{X}} d x=S+\frac{T}{\sqrt{ } \boldsymbol{X}}+A \log (\alpha+\beta \sqrt{ } X)+B \log (\gamma+\delta \sqrt{ } \Lambda)+\ldots
$$

where $S, T, a, \beta, \gamma, \delta, \ldots$ are rational. If we differentiate this equation we obtain an algebraical identity in which we can clrange the sign of $\sqrt{ } X$. Thus we may change the sign of $\sqrt{ } X$ in the integral equation. If we do this and subtract we obtain (after writing $2 A, \ldots$ for $A, \ldots$ )
which is the standard form for such an integral. It is evident that we may suppose $a, \beta, \gamma, \ldots$ to be polynomials.
12. (i) By means of this theorem it is possible to prove that a number of important integrals, notably the integrals

$$
\left.\int \frac{d x}{\left.\sqrt{\left\{\left\{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right\}\right.}\right\}}, \quad \int \sqrt{ }\left\{\frac{1-x^{2}}{1-k^{2} x^{2}}\right\}\right) d x, \quad \int \frac{d x}{\sqrt{\left(4 x^{3}-g_{2} x-g_{3}\right)}},
$$

are not explicitly expressible in finite terms, and so represent genuinely new transcendents. The formal proof of this was worked out ly Liouville*; it rests merely on a consideration of the possible forms of the differential coefficients of expressions of the form

$$
\frac{T}{\sqrt{I}}+A \log _{a-\beta \sqrt{ }}^{a+\beta \sqrt{\prime}}+\ldots
$$

and the arguments used are purely algebraical and of no great theoretical difficulty. The proof is however too detailed to be inserted here. It is not difficult to find shorter proofs, but these are of a less elementary character, being based on ideas drawn from the theory of functionst.

* Journal de l'École Polyteclnique, t. xiv. cahier xxirn. p. 37.
$\dagger$ The proof given by Laurent (Traité d'Anclyse, t. iv. p. 153) appears at first sight to combine the adrantages of both methods of proof but unforfunately will not stand a closer examination.

The general questions of this nature which arise in connection with integrals of the form $\int \frac{?}{\sqrt{1}} d x$ (or, more generally, $\left.\int \frac{?}{\sqrt[m]{V} \mathrm{X}} d x\right)$ are of extreme interest and difficulty. The case which has received most attention is that in which $m=2$ and $X$ is of the third or fourth degree, in which ease the integral is said to he rlliptic. An integral of this kind is called pseudo-elliptic if it is expressible in terms of algebraical and logarithmic functions. An example was given above ( $\mathbf{v}, 7$ ). General methods have been given for the construction of such integrals, and it has been shown that certain interesting forms are psendo-elliptic. In Goursat's Cours d'Analyse*, for instance, it is shown that if $f(x)$ is a rational function such that
then

$$
f(x)+f\left(\frac{1}{k^{2} \cdot x}\right)=0
$$

$\int \frac{\left.f(x)\left(1-h^{2} x\right)\right\}}{\sqrt{\left\{x(1-x)(1-)^{2}\right.}}$
is pseudo-elliptic. But so far no absolutely complete method has been devised by which we can always determine in a finite number of steps whether a given elliptic integral is psendo-elliptic, and integrate it if it is, and there is reason to suppose that no such method cum he given.

And up to the present it has not, so far as we know, been actually and explicitly proved that the function

$$
u=\int \sqrt{ } \frac{d x}{\left(1-x^{2}\right)\left(1-k^{2} x^{2} x^{2}\right)}
$$

is not a root of an clementary transcendental equation; all that has been shown is that it is not explicitly expressible in terms of elementary transcendents.

The processes of reasoning employed here, and in the memoirs to which we have refercel, therefore do not suffice to prove that the inverse function $x=\operatorname{sn} u$ is not an elementary function of $u$. Such a proof must rest on the known properties. of the function su $u$, and woukd lie altogether outside the province of this pamphlet.

The reader who desires to pursue the subject further will find references to the origimal authorities in the Appendis.
(ii) One particular class of integrals which is of especial interest is that of the binomial integrals

$$
\int \cdot x^{m}\left(a, x^{n}+b\right)^{p} d x
$$

where $m, n, p$ are rational. Putting $a x^{n}=b t$ and neglecting a constant factor we obtain an integral of the form

$$
\int t^{q}(1+t)^{p} d t
$$

where $p$ and $q$ are rational. If $p$ is an integer and $q$ a fraction $r$ 's this can be at once integrated by putting $t=u^{s}$, which rationalises the integrand. If $q$ is an integer and $p=r$ s we pat $1+t=u^{s}$. If $p+q$ is an integer, and $p=r / s$, we put $1+t=t u^{8}$.

[^9]It follows from Tchebichef's researches (to which references are given in the Appendix) that these three cases are the only ones in which the integrat can be evaluated in finite form.
13. In v. 4. 5 we considered in some detail the integrals comected with curves whose deficiency is zero. We shall now consider in a more summary way the case next in simplicity, that in which the deficiency is mity, so that the number of double points is

$$
\frac{1}{2}(n-1)(n-2)-1=\frac{1}{2} n(n-3) .
$$

It has been shown by Clebsch* that in this case the coordinates of the points of the curve can be expressed as rational functions of a parameter $t$ and of the square root of a polynomial in $t$ of the third or fourth degree.

The fact is that the curves

$$
\begin{aligned}
& y^{2}=a+b x+c x^{2}+d x^{3} \\
& y^{2}=a+b x+c x^{2}+d x^{3}+e x^{4}
\end{aligned}
$$

are the simplest curves of deficiency 1. The first is simply the typical cubic without a double point. The second is a quartic with two dubble points, in this case coinciding in a tacnode at infinity, as we see by making the equation homogeneous with $z$, then writing 1 for $y$ and comparing the resulting equation with the form treated by Salmon on p. 215 of his Higher Plane Curves. The reader who is familiar with the theory of algebraical plane curves will remember that the deficiency of a curve is unaltered by any birational transformation of coordinates, and that any curve of deficiency 1 can be birationally transformed into the cubic whose equation is written above.

The argument by which this general theorem is proved is very much like that by which we proved the corresponding theorem for unicursal curves. The simplest case is that of the general cubic curve. We take a point on the curve as origin : then the equation of the curve is of the form

$$
(a, b, c, d \gamma x, y)^{3}+(e, f, g \chi x, y)^{2}+(h, k \chi, x, y)=0 .
$$

Let us consider the intersections of this curve with the secant $y=t, x$. Eliminating $y$ we see that $x$ is given by

$$
\left((t, b, c, d \nmid 1, t)^{3} x^{2}+(e, f, g 久 1, t)^{2} x+(h, k 久 1, t)=0 .\right.
$$

Hence the only irratiouality which enters into the expression of $x$, and so of $y$, is

$$
\sqrt{ }\left\{\left[(e, f, g \gamma 1, t)^{2}\right]^{2}-4(h, k \backslash 1, t)\left[\left((h, b, c, d \gamma 1, t)^{3}\right]\right\} .\right.
$$

A more elegant method has been given by Clebsch $\dagger$. If we write the cubic in the form

$$
L \Delta I N=I
$$

* Crelle, b. 64, p. 210. + Hermite, Cours, pp. 422-425.
where $L, M, N, P$ are linear functions of $x$ and $y$, so that $L, M, N$ are the asymptotes, the hyperbolas $L V=t$ will meet the cubic in four fixed points at infinity, and therefore in only two points which depend on $t$. For these points

$$
L M=t, \quad P=t N .
$$

Thus if the curve is

$$
x^{3}+y^{3}-3 u x y+1=0,
$$

so that

$$
L=\omega x+\omega^{2} y+u, \quad M=\omega^{2} x+\omega y+a, \quad N=x+y+a, \quad P=a^{3}-1,
$$

$\omega$ being an imaginary cube root of mity, we find that the line

$$
x+y+a=\left(a^{3}-1\right) / t
$$

meets the curve in the points given by

$$
x=\frac{b-a t}{2 t} \pm \frac{\sqrt{3 T}}{6 t}, \quad y=\frac{b-a t}{2 t} \mp \frac{\sqrt{3 T}}{6 t},
$$

where $b=a^{3}-1$ and

$$
T^{\prime}=4 t^{3}-9 a^{2} t^{2}+6 a b t-b^{2} .
$$

In particular for the curve

$$
\begin{gathered}
x^{3}+y^{3}+1=0, \\
x=\frac{1}{2 t \sqrt{ } 3}\left(-\sqrt{ } 3+\sqrt{4 t^{3}-1}\right), \quad y=\frac{1}{2 t \sqrt{ } 3}\left(-\sqrt{ } 3-\sqrt{4 t^{3}-1}\right) .
\end{gathered}
$$

14. It will be plain from what precedes that

$$
\int R\left\{x,,^{3} /\left(a+b x+c x^{2}+d x^{3}\right)\right\} d x,
$$

can always lee reduced to an elliptic integral, the deficiency of the cubic

$$
y^{3}=a+b x+c x^{2}+d x^{3}
$$

being unity.
In general integrals associated with curves whose deficiency is greater than mity camot be so reluced. But associated with every curve of (let ns say) deficiency 2 there will be an infinity of integrals

$$
\int R(x, y) d x
$$

reducible to elliptic integrals or even to elementary functions; and there are curves of deficiency 2 for which all such integrals are reducible.

For example $\quad \int h\left(x, \sqrt{x^{6}+u x^{4}+b x^{2}+c}\right) d x$
may be split up into the sum of the integral of ar rational function and two integrals of the type

$$
\int \frac{P_{1}\left(x^{2}\right) d x}{\sqrt{ }\left(x^{x^{6}}+u x^{4}+b \cdot x^{2}+c\right)}, \quad \int \frac{x l_{2}\left(\cdot x^{2}\right) d x}{\sqrt{ }\left(\cdot x^{b^{6}}+u \cdot x^{4}+b x^{2}+c\right)},
$$

and each of these becomes elliptic on putting $x^{2}=t$. But the deficiency of

$$
y^{2}=x^{6}+a x^{4}+b x^{2}+c
$$

is two. Another example is given by

$$
\int R\left(x, \sqrt[4]{\left.x^{4}+a x^{3}+b x^{2}+c x+d\right) d x^{*} .}\right.
$$

15. It would be beside our present purpose to enter into any detail as to the general theory of elliptic integrals, still less of the integrals (usually called Abelian) associated with curves of deficiency greater than unity. We have seen that if the deficiency is unity the integral can be transformed into the form

$$
\int R(x, \sqrt{ } \boldsymbol{X}) d x
$$

where

$$
X=x^{4}+c a x^{3}+b x^{2}+c x+d \dagger .
$$

It can be shown that by a transformation of the type

$$
x=\frac{a t+\beta}{\gamma t+\delta}
$$

this can be transformed into an integral

$$
\int R(t, \sqrt{ } T) d t
$$

where

$$
T=t^{4}+A t^{2}+B .
$$

We can then, as when $T$ is of the second degree (v. 3) decompose this into two integrals of the forms

$$
\int R(t) d t, \quad \int \frac{R(t) d t}{\sqrt{T}}
$$

of which the first is elementary while the second can be decomposed ${ }_{+}$ into the sum of an algebraical term and certain multiples of the integrals

$$
\int \frac{d t}{\sqrt{ } T}, \quad \int \frac{t^{2} d t}{\sqrt{ } T}
$$

and of a number of integrals of the type

$$
\int \frac{d t}{(t-\tau) \sqrt{ } T}
$$

These integrals (v. 12 (i)) camot in general be reduced to elementary functions, and are therefore new transcendents.

* See Legendre, Traité des Fonctions Elliptiques, t. 1. Ch. xxvi xxri., xxxı-xxxır.; Bertrand, Calcul Intégral, p. 67, and Emneper, Elliptische Funktionen, Note 1, where abundant references are given.
+ There is a similar theory for curves of deficiency 2 , in whieh $X$ is of the sirth degree.
$\ddagger$ v. e.g. Goursat, Cours d'Aualyse, t. 1. pp. 255-267.

We will only add, before leaving this part of our subject, that the alyebracal part of these integrals can be found by means of the elementary algebraical operations, as was the case with the rational part of the integral of a rational function, and with the algebraical part of the simple integrals considered in v. 3 and v. 9.

## VI. Transcendental functions.

1. The theory of the integration of transcendental functions is naturally much less complete than that of the integration of rational or even of algehraical functions. It is obvious from the nature of the case that this must be so, as there is no general theorem concerning transcendental functions which in any way corresponds to the theorem that any combination of algebraical functions, explicit or implicit, may be regarded as a simple algebraical function, the root of an equation of a simple standard type.

One may almost say that there is no general theory: the theory reduces to an enumeration of the few cases in which the integral may be transformed by an appropriate substitution into an integral of a rational or algebraical function. These few cases are however of immense importance in the applications of the general theory of integration.
2. (i) The integral

$$
\int F\left(e^{a x}, e^{b x}, \ldots, e^{k x}\right) d x
$$

where $F$ is an algebraical function, and $a, b, \ldots, k$ commensurable numbers can always be reduced to that of an algebraical function. In particular

$$
\int R\left(e^{a x}, e^{b x}, \ldots, e^{k x}\right) d x
$$

where $R$ is rational, can always be calculated in finite terms. In the first place a substitution of the type $x^{x}=\alpha y$ will reduce it to the form

$$
\int R_{1}\left(e^{y}\right) d y,
$$

and then the substitution $e^{y}=z$ reduces this to the integral of a rational function.

In particular, since cosh $x$ and sinh $x$ are rational functions of $e^{x}$, and $\cos x$ and sin $x$ are rational functions of $e^{i x}$, the integrals

$$
\int R(\cosh x, \sinh x) d x, \quad \int h(\cos x, \sin x) d x
$$

can always be evaluated in finite form. In the case of the latter
integral the substitution indicated above is imaginary, and it is generally more convenient to use the substitution

$$
\tan \frac{1}{2}, x^{\prime}=t
$$

which reduces the integral to that of a rational function, since

$$
\cos x=\frac{1-t^{2}}{1+t^{2}}, \quad \sin x=\frac{2 t}{1+t^{2}}, \quad d x=\frac{2 d t}{1+t^{2}} .
$$

(ii) The integrals

$$
\begin{aligned}
& \int R(\cosh x, \sinh x, \cosh 2 x, \ldots \ldots \sinh m x) d x, \\
& \int R(\cos x, \sin x, \cos 2 x, \ldots \ldots \sin m x) d x,
\end{aligned}
$$

are included in the two standard integrals above.
Let us consider some further developments concerning the integral

$$
\int R(\cos x, \sin x) d x^{*} .
$$

If we make the substitution $z=e^{i x}$ the subject of integration becomes a rational function $H(z)$, which we suppose split up into
(i) a constant and certain positive and negative powers of $z$,
(ii) groups of terins of the type

$$
\begin{equation*}
\frac{A}{z-a}+\frac{A_{1}}{(z-a)^{2}}+\ldots+\frac{A_{n}}{(z-a)^{n+1}} \tag{1}
\end{equation*}
$$

The terms (i) when expressed in terms of $x$ give rise to a term

$$
\Sigma\left(c_{k} \cos k: z+d_{k} \sin k: x\right) .
$$

In the group (1) we put $z=e^{i x}, a=e^{i a}$, and using the equation

$$
\frac{1}{z-a}=\frac{1}{2} e^{-i a}\left(-1-i \cot \frac{x-a}{2}\right)
$$

we obtain a polynomial of degree $n+1$ in $\cot \frac{1}{2}(x-a)$. Since

$$
\cot ^{2} x=-1-\frac{d \cot x}{d x}, \quad \cot ^{3} x=-\cot x-\frac{1}{2} \frac{d}{d x}\left(\cot ^{2} x\right), \ldots
$$

this polynomial may be transformed into the form

$$
C+C_{0} \cot \frac{1}{2}(x-a)+C_{1} \frac{d}{d x} \cot \frac{1}{2}(x-a)+\ldots+C_{n} \frac{d^{n}}{d x^{n}} \cot \frac{1}{2}(x-a) .
$$

The function $R(\cos x, \sin x)$ is now expressel as a sum of a number of terms each of which is immediately integrable. The integral is a rational function of $\cos x$ and $\sin x$ if all the constants $U_{n}$ vanish; otherwise it includes a number of terms of the type

$$
2 C_{0} \log \sin \frac{1}{2}(x-a) .
$$

[^10]Let us suppose for simplicity that $H(z)$ when split up into partial fractions contains no terms of the types

$$
C, \quad z^{m}, \quad z^{-m}, \quad 1 /(z-u)^{p} \quad(p>1) .
$$

Then

$$
R(\cos x, \sin x)=C_{0} \cot \frac{1}{2}(x-a)+D_{0} \cot \frac{1}{2}(x-\beta)+\ldots,
$$

and the constants $C_{0}, D_{0}, \ldots$ are easily assigned by considering the behaviour of the function $R$ for values of $x$ very nearly equal to $a, \beta, \ldots$. It is often convenient to use the equation

$$
\cot \frac{1}{2}(x-a)=\cot (x-a)+\operatorname{cosec}(x-a)
$$

which emables us to decompose the function $l$ into two parts $U^{\prime}(x)$ and $\mathrm{I}^{\mathrm{r}}(x)$ such that

$$
U(x+\pi)=U(x), \quad \mathrm{J}^{\prime}(x+\pi)=-\mathrm{J}^{\prime}(x) .
$$

If $l i$ has the period $\pi$, it is casy to see that $V$ must vanish identically; if it merely changes sign when $x$ is increased by $\pi, C^{r}$ must vanish identically. Thus we find without difficulty that if $m<n$
where

$$
\frac{\sin m x}{\sin n x}=\frac{1}{2 n} \sum_{0}^{2 n-1} \frac{(-)^{k} \sin m a}{\sin (x-a)}=\frac{1}{n} \sum_{0}^{n-1} \frac{(-)^{k} \sin m a}{\sin (x-a)}
$$

$$
\begin{aligned}
a & =\frac{k \pi}{n} \\
& =\frac{1}{n} \sum_{0}^{n-1}(-)^{k} \sin m a \cot (x-a)
\end{aligned}
$$

according as $m+n$ is odd or even.
(iii) One of the most important integrals in applications is

$$
\int \frac{d x}{a+b \cos x}
$$

where $a$ and $b$ are seal, which may be integrated as explained above, or by the transformation tan $\frac{1}{2} x=t$. A more elegant method is the following. If $|a|>|b|$ we suppose $a$ positive and use the transformation
which leads to

$$
\begin{gathered}
(a+b \cos x)(a-b \cos y)=a^{2}-b^{2}, \\
\frac{d x}{a+b \cos x^{2}}=\frac{d y}{\sqrt{\left(\left(a^{2}-b^{2}\right)\right.}} .
\end{gathered}
$$

If $|a|<b \mid$ we suppose $b$ positive and use the transformation

$$
(b \cos x+a)(b \cosh y-a)=b^{2}-a^{2} .
$$

The integral

$$
\int a+b \frac{d x}{\cos x+c \sin x}
$$

may be reducel to this form by the substitution $b+a=y$, where $\cot a=b / c$. The integrals

$$
\int \frac{d x}{(a+b \cos x)^{n}}, \quad \int \frac{d x}{(a+b \cos x+c \sin x)^{n}}
$$

may be at once deduced by differentiation. The integral

$$
\int \frac{d x}{\left(A \cos ^{2} x+2 B \cos x \sin x+\left(\sin ^{2} x\right)^{n}\right.}
$$

is really of the same type, since
$A \cos ^{2} x+2 B \cos x \sin x+C \sin ^{2} x=\frac{1}{2}\langle A+C)+\frac{1}{2}\left(A-\left(^{\prime}\right) \cos 2 x+B \sin 2 . x\right.$.
And similar methods may be applied to the corresponding integrals which contain hyperbolic functions, so that this type includes a large variety of integrals of common occurrence.
(iv) The same substitutions may of course be used when the sulject of integration is an irrational function of $\cos , x$ and sin $x$, though sometines it is better simply to use the sulntitutions $\cos x=t$ or sin,$x=t$. Thus

$$
\int R(\cos x, \sin x, \sqrt{\prime}) d x
$$

where

$$
X=(u, b, c, f, g, l \ell \cos x, \sin x, 1)^{2}
$$

is reduced to an elliptic integral by the substitution tan $\frac{1}{2} x=t$. The most important integrals of this type are

$$
\int \frac{R(\cos x, \sin x) d x}{\sqrt{\left(1-k^{2} \sin ^{2} x\right)}}, \quad \int \frac{R(\cos x, \sin x) d x}{\sqrt{1}(a+b \cos x+c \sin x)} .
$$

3. The integral

$$
\int P\left(x, e^{a x}, p^{b x}, \ldots, e^{k x}\right) d x
$$

where $a, b, \ldots, k$ are remy numbers, and $P$ is a polynomial, can always be integrated in finite terms. For it is obvious that it can be reduced to the sum of a finite number of integrals of the type

$$
\int x^{p} e^{4 x} d x
$$

and

$$
\int x^{p} e^{A x} d x=\left(\frac{\partial}{\partial A}\right)^{p} \int e^{A x} d x=\left(\frac{\partial}{\partial A}\right)^{p} \frac{e^{A \cdot x}}{A}
$$

This type includes a large variety of integrals such as

$$
\begin{array}{ll}
\int x^{m} \cos ^{\mu} p x \sin ^{\nu} q x d x, & \int x^{m} \cosh ^{\mu} p x^{2} \sinh ^{\nu} q x d x, \\
\int x^{m} e^{-\alpha x} \cos ^{\mu} p x d x, & \int x^{m} e^{-\alpha x} \sin ^{\nu} q x d x,
\end{array}
$$

( $m, \mu, v^{\prime}$, being positive integers) for which 'formulate of realuction' are usnally given in the text-books on the Integral Calenlus.

Such integrals as

$$
\int \Gamma(x, \log x) d x, \quad \int P\left(x, \sin ^{-2} x\right) d x, \ldots
$$

where $P$ is a polynomial, may be reduced to particular cases of the above general integral by the obvious substitutions

$$
x=e^{y}, \quad x=\sin y, \ldots
$$

4. Except for the two classes of functions considered in the two preceding paragraphs, there are no really general classes of transcendental functions which we can alucoys integrate in finite terms,
although of course there are immmerable particular forms which may be integrated by particular devices. There are however many classes of such integrals for which a systematic reduction theory may be given, analogons to the reduction theory of elliptic integrals. Such a reduction theory endeavours in each case
(i) to split up any integral of the class under consideration into the sum of a number of parts of which some can be integrated in finite terms, while the others camot;
(ii) to reduce the number of the latter terms to the minimum possible.
(iii) to prove that the terms of the latter class are incapable of further reduction, and so constitute genuinely new and independent transcendents.

As an example of this process we shall consider the integral

$$
\int e^{x} R(x) d x
$$

where $R(x)$ is a rational function of $x^{*}$. By means of the ordinary theory of partial fractions this may be decomposed into the sum of a number of terins of the type

$$
A \int \frac{e^{x}}{x-a} d x, \quad A_{m} \int \frac{e^{x}}{(x-a)^{m+1}} d x, \ldots, \quad B \int \frac{e^{x}}{x-b} d x, \ldots
$$

Since

$$
\int \frac{e^{x}}{(x-a)^{m+1}} d x=-\frac{e^{x}}{m(x-a)^{m}}+\frac{1}{m} \int \frac{e^{x}}{(x-a)^{m}} d x,
$$

the integral may be further reduced so as to contain only
(i) a term $e^{x} S(x)$
where $\mathrm{S}^{\prime}(x)$ is a rational function ;
(ii) a number of terms of the type

$$
a \int \frac{e^{x} d x}{x-a} .
$$

If all the constants a vanish the integral can be calculated in the finite form $e^{x} \mathcal{S}^{S}(x)$. If they do not we can at any rate assert that the integral camot be calculated in this form. For no such relation as

$$
a \int_{x^{x}-a}^{e^{x} d x}+\beta \int_{x} \frac{e^{x} d x}{x-b}+\ldots+\kappa \int_{x}^{e^{x}} d x \cdot k=e^{x} T(x),
$$

where $T$ is rational (or even algebraical) is possible. To see this it is

[^11]only necessary to put $x=a+h$ and to expand in asceuding powers of $h$. For
\[

$$
\begin{aligned}
a \int \frac{e^{x} d r}{x-a} & =\boldsymbol{a} e^{a} \int^{e^{h}} d h \\
& =\boldsymbol{a} e^{a}(\log h+h+\ldots),
\end{aligned}
$$
\]

and no logarithm can occur in any of the other terms.
Consider, for example, the integral

$$
\int e^{x}\left(1-\frac{1}{x}\right)^{3} d x
$$

This is equal to

$$
e^{x}-3 \int \frac{e^{x}}{x} d x+3 \int \frac{e^{x}}{x^{2}} d x-\int \frac{e^{x}}{x^{3}} d x ;
$$

and since

$$
3 \int \frac{e^{x}}{x^{2}} d x=-\frac{3 e^{x}}{x}+3 \int \frac{e^{x}}{x} d x
$$

and

$$
-\int \frac{e^{x}}{x^{3}} d x=\frac{e^{x}}{2 x^{2}}-\frac{1}{2} \int \frac{e^{x}}{x^{2}} d x=\frac{e^{x}}{2 x^{2}}+\frac{e^{x}}{2 x}-\frac{1}{2} \int \frac{e^{x}}{x} d x
$$

we obtain finally

$$
\int e^{x}\left(1-\frac{1}{x}\right)^{3} d x=e^{x}\left(1-\frac{7}{2, x}+\frac{1}{2 x^{2}}\right)-\frac{1}{2} \int \frac{e^{x}}{x} d x .
$$

Similarly it will be found that

$$
\int e^{x}\left(1-\frac{2}{x}\right)^{2} d x=2 e^{x}\left(\frac{1}{2}-\frac{2}{x}\right)
$$

this integral being expressible in finite terms.
Since

$$
\int \frac{e^{x}}{x-a} d x=e^{a} \int \frac{e^{y}}{y} d y
$$

if $x=y+a$, all integrals of this kind may be made to depend on known functions and on the single transcendent

$$
\int \frac{e^{x}}{x} d x
$$

which is usually denoted by $\operatorname{li}\left(e^{x}\right)$ and is of great imprortance in the theory of numbers. The question of course arises as to whether this integral is capable of finite expression in terms of elementary functims.

Now Liouville* has proved the following theorem: if $y$ is rn!! algebraical function of $x$, end

$$
\int e^{x} y d x
$$

is integrable in finite terms, its calue will be of the form

$$
e^{x}\left(\alpha+\beta y+\ldots+\lambda y^{n-1}\right)
$$

* Crelle, xiri. p. 107 et seq. Liouville shows how the integral, when of this form, may always be calculated.
$\alpha, \beta, \ldots, \lambda$ being rational functions of $x$ and $n$ the degree of the alychraical equation which determines $y$ as a function of $x$.

Liouville's proof rests on the same general principles as do those of the corresponding theorems concerning the integral $\int y d x$. It will be observed that no logarithmic terms can occur, and that the theorem is therefore very similar to that which holds for $\int y d x$ in the simple case in which the integral is celyebraical. The argmment which shows that no logarithmic terms occur is substantially the same as that which showed that if they oceur in the integral of an algebraical function they must occur linearly. In this case the occurrence of the exponential factor precludes even this possibility, since differentiation will not climinate logarithms when they occur in the form

$$
e^{x} \log f^{\prime}(x) .
$$

In particular, if $y$ is a rational function, the integral must be of the type

$$
e^{x} R(x)
$$

and this we have already seen to be impossible. Hence the 'logarithmintegral'

$$
\operatorname{li} e^{x}=\int \frac{e^{x}}{x^{x}} d x=\int^{e^{x}} \frac{d y}{\log y}
$$

is really a new transcendent, which cannot be expressed in finite terms by means of elementary functions; and the same is true of all integrals of the type

$$
\int e^{x} R(x) d x
$$

which cannot be calculated in finite terms by means of the process of reduction sketched above.

The integrals

$$
\int \sin x^{r} l(x) d x^{\prime}, \quad \int \cos x R^{\prime}(x) d x
$$

may be treated in a similar manner. Wither the integral is of the form

$$
\cos x R_{1}(x)+\sin x R_{2}(x)
$$

or it consists of a term of this kind together with a number of terms which involve the transcendents

$$
\int \frac{\cos x}{x} d x, \quad \int \frac{\sin x}{x} d x
$$

which are called the Cosine-integral and Sine-integral of $x$ (Ci $x$ and Si.$x^{\circ}$ ). These transcendents are of course not fundamentally distinct from the logarithm-integral.
5. Liouville has gone further and shown that it is always possible to determine whether the integral

$$
\int\left(P e^{p}+Q e^{e}+\ldots+T e^{\ell}\right) d x
$$

where $P, Q, \ldots, T, p, q, \ldots, t$ are algebraical functions, is an elementary function, and to obtain the integral in case it is one*. The most general theorem which has been proved in this region of mathematics (also due to Lionville) is the following :
'if $y, z, \ldots$ are quantities whose differential coefficients are celyebraical functions of $x, y, z, \ldots$ and $F$ denotes an algebruicul function, and if

$$
\int F(x, y, z, \ldots) d x
$$

is expressible in finite terms, it is of the form

$$
t+A \log u+B \log v+\ldots
$$

where $t, u, v, \ldots$ are algebraical functions of $x, y, z, \ldots$. For "algehraical" we may substitute "rational" throughout.'

Thus for example the theorem applies to

$$
F\left(x, e^{x}, e^{e^{x}}, \log x, \log \log x, \cos x, \sin x\right)
$$

since, if the various arguments of $F$ are denoted by $x, y, z, \xi, \eta, \zeta, \theta$,

$$
\begin{array}{lll}
\frac{d y}{d x}=y, & \frac{d z}{d x}=y z, & \frac{d \xi}{d x}=\frac{1}{x} \\
\frac{d \eta}{d x}=\frac{1}{x \xi}, & \frac{d \zeta}{d x}=-\sqrt{1-\zeta^{2}}, & \frac{d \theta}{d x}=\sqrt{1-\theta^{2}} .
\end{array}
$$

In spite of the immense generality of this theorem its proof is not particularly difficult, and does not involve ideas radically different from those which have been continually employed thronghout the preceding pages.
6. As a final example of the manner in which these ideas may be applied we shall consider the following question :
' under what circumstances is

$$
\int R(x) \log x d x
$$

an elementary function, $R$ being rationul?'
In the first place the integral must be of the form

$$
R_{0}(x, \log x)+A_{1} \log R_{1}(x, \log x)+A_{2} \log R_{2}(x, \log x)+\ldots
$$

A general consideration of the form of the differential coefficient of this expression, in which $\log x$ must ouly oceur linearly and multiplied by a rational function leads us to anticipate that (i) $R_{0}(x, \log x)$ is of the form

$$
S(x)(\log x)^{2}+T^{\prime}(x) \log x+\mathbb{W}^{\prime}(x),
$$

* An interesting particular result is that the 'error function' $\int e^{-x^{2}} d . x$ is not an elementary function.
H.
where $S, T$, and $W$ are rational, and (ii) $R_{1}, R_{2} \ldots$ must be rational functions of $x$ only, so that the integral can he expressed in the form

$$
S(x)(\log x)^{2}+T^{\prime}(x) \log x+\boldsymbol{W}^{\prime}(x)+\Sigma D_{k} \log \left(x-\alpha_{k}\right) .
$$

Differentiating and comparing the result with the subject of integration we obtain the equations

$$
S^{\prime \prime}=0, \quad 2 S_{j} \cdot x+T^{\prime \prime}=R, \quad T / x+W^{\prime \prime}+\Sigma B_{k} /\left(x-\omega_{k}\right)=0 .
$$

Hence $S$ is a constant, say $C$, and

$$
T=\int\left(R-\frac{2 C}{x}\right) d x .
$$

We can always determine by means of elementary operations (Iv. 3) whether this integral is rational for any value of $C$ or not.

If not the given integral cannot be expressed in finite form. If the integral is rational we calculate $T$. Then

$$
\mathrm{W}^{*}=-\int\left\{\frac{T}{x}+\Sigma \frac{B_{k}}{x-\epsilon_{k}}\right\} d x,
$$

muss be rational, for some value of the arbitrary constant implied in $T$. We can calculate the rational part of $\int \frac{T}{x} d x$ : the transcendental part must be cancelled by the logarithmic terms

$$
\Sigma B_{k} \log \left(x-a_{k}\right) .
$$

The necessary and sufficient condition that the integral should be an elementary function is therefore that $R$ should be of the form

$$
\frac{a}{x}+\frac{d}{d x}\left\{R_{1}(x)\right\},
$$

where $R_{1}$ is rational. That the integral is in this case such a funetion becomes obvious if we integrate by parts, for

$$
\int\left(\frac{a}{x}+R_{1}^{\prime}\right) \log x d x=\frac{1}{2} a(\log x)^{2}+R_{1} \log x-\int \frac{R_{1}}{x} d x .
$$

In particular

$$
\text { (i) } \int \frac{\log x}{x-c} d x ; \quad \text { (ii) } \quad \int \frac{\log x}{(x-a)(x-b)} d x \text {, }
$$

are not elementary functions unless in (i) $a=0$, and in (ii) $b=a$. If the integral is elementary the integration can always be carried out, with the same reservation as was necessary in the case of rational functions (Iv. 5).

It is evident that the problem considered in this paragraph is but one of a whole class of similar problems. The reader will find it instructive to formulate and consider such problems for himself.
7. It will be obvious by now that the number of classes of transcendental functions whose integrals are ahways elementary is wery small, and that such integrals as

$$
\begin{array}{ll}
\int f\left(x, e^{x}\right) d x, & \text { If }(x, \log , x) d x, \\
\int f(x, \cos x, \sin x) d x, & \int f\left(e^{x}, \cos x, \sin , x^{x}\right) d x,
\end{array}
$$

where $f$ is algebraical, or even rational, are generally new transcendents. These new transcendents, like the transcendents (such as the elliptic integrals) which arise from the integration of algebmial functions, are in many cases of great interest and importance. They may often be expressed by means of infinite series or definite integrals, or their properties may be studied by means of the integral expressions which define them. The very fact that such a function is not an elementary function in so far euhances its importance. And when such functions have been introduced into analysis new problems of integration arise in connection with them. We may enuuire, for example, under what circumstances an elliptic integral or elliptic function, or a combination of such functions with elementary functions, can lee integrated in finite terms by means of elementary and elliptic finctions. But before we can be in a position to restate the fundamental problem of the Integral Calculus in any such more general form, it is essential that we should have disposed of the particular problem formulated in Section III.
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__ 'Précis d'une Théorie des fonctions elliptiques.' Crelle, b. iv. ; Quvres t. 1. p. 518 (esp. pp. 545 et seq.).
'Théorie des transcendantes elliptiques,' (posthumous, mnfinished). Qeuves, t. II. p. 87.
J. Liouville. 'Mémoire sur la classification des transcendantes.' Joumal de Math., Sér. I. t. II. p. 56.

- 'Nonvelles recherches sur la détermination des intégrales dont la valeur est algébrique.' Joumal de Math., Sćr. I. t. III. p. 22.
__ 'Suite du Mémoire sur la classification des transcendantes.' Ilid. p. 523.
_-_ 'Note sur les transcendantes elliptiques considérćes comme fonctions de leur module.' Journal de Math., Sér. I. t. v. p. 34 and 1). 441.
-_ 'Première Mémoire sur la détermination des intégrales dont la valeur' est algébriquc.' Joumal de l'École Polytechnique, t. xiv. cal. 22, 1. 124, and Mémoires des Sarants Étrangers, t. v.
_- 'Seconde Mémoire.' Ibid. p. 149.
_- ' Mémoire sur les Transcendantes Elliptiques considérées comme fonctions de leur amplitude.' Ibid. cah. 23, p. 37.
- 'Mémoire sur l'intégration d'me classe de fonctions transcendantes.' Crelle, b. xini. p. 93.
P. Tchebichef. 'Sur l'intégration des différentielles irrationuelles.' Journal de Matk., Sér. I. t. xviri. p. 87.
_- 'Sur l'intégration des différentielles qui contiennent une racine carrée d'une polynome.' .Tournal de Math., Sér. II. t. II. p. 1.
___ 'Sur l'intégration de la différentielle $(x+A) d x / \sqrt{x^{4}+a, x^{3}+\beta \cdot x^{2}+\gamma x+\delta}$.' . Toumal de Math., Sér. II. t. II. p. 225.
_- 'Sur l'intégration des différentielles irrationuelles.' Ibid. p. 242.
__ 'Sur l'intégration des différentielles etc.' Mémoires de l'Académie de St P'étersbourg, Sér. VI. t. vi. 1. 203.

Most of these memoirs relate to the integration of algebraical functions.
Reference may also be made to Hermite, Cours d'Analyse, t. I.; Laurent, Traité d'Analyse, t. Iv.; Goursat, Cours d'Analyse, t. I.; Jordan, Conrs d'Analyse, t. II. ; Bertrand, Calcul Intégral, th. v.; Wirtinger, Encycl.d. Math. Wiss., II. B 2, § 36 ; Enneper, Elliptische Functionen.

The literature concerning piseudo-elliptie integrals and exceptional cases in Abelian integrals generally is very extensive. The following references may however be useful: Weierstrass, Monatsberichte d. Ak. zu Berlin, 18.57; Raffy, Amnales de l'École Vormale, 1885 ; Zolotareff, Journal de Math. (2), t. xix. ; Greenhill, Proc. Lond. Math. Soc., vol. xxv. ; 1)olbnia, Journal de Math. (4), t. vi. There are a number of papers by Dolbnia, Ptassycki, and Kapteyn, in the Bulletin des Sciences Math., and by Poincaré, Picard, Ciunther, Raffy, and Goursat in the Bulletin de la Soc. Math. de France. Picard's Truité d'Analyse and Appell and Goursat's Théorie des Fonctions Algebriques should also be consulted.
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[^4]:    * See, e.g., Chrystal's Algebra, vol. i. pp. 151-162, 248-254.

[^5]:    * The following account of Hermite's method is in substance taken from Goursat's Cours d'Analyse Mathématique, t. I. pp. 238-241.
    + See Chrystal's Algelre, vol. I. pp. 119 et ser.
    $\ddagger$ Burnside and Panton, Theory of Equations, pp. 158-9.

[^6]:    * See Cajori, An introluetion to the Modern Theory of Equations (Macmillan, 1904).

[^7]:    * For the preceding proof see Abel, Fiuvres, t. 1. p. 545 et seq., and Crelle, b. IF. p. 261; Liouville, Journal de l'École Polytechuique, t. xiv. p. 149 ; Bertrand, Culcul Integral, Ch. V.

[^8]:    * Journal de l'École Polylechnique, t. xiv. cahier xxiv. p. 46. The proof may also be found in Bertrand's Calcul Intégral, p. 99.
    $\dagger$ Liouville and Bertrand (loc. cit.).

[^9]:    * Pp. 264-266.

[^10]:    * Hermite, Cours, pp. 320 et seq.

[^11]:    * v. Hermite, Cours d’Analyse, p. 352 et seq.

